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  Abstract 

Text classification is an important task in NLP for various applications from movie 

review classification to market analysis. NLP as a tool provides the capability to 

process huge amount of text and come up with conclusions. In this paper we inves-

tigate statistical machine learning for NLP for document classification. The target 

problem of choice is sentiment analysis, we explore various techniques for text pre-

processing, feature selection and model selection to find a good fit model. This pa-

per acts as both a system proposal and also a primer for those who to start practic-

ing NLP, we try to provide insight and intuition about modelling choices for text 

classification that extend even beyond the task scope to general NLP. In this paper 

we propose a feature based text sentiment analysis relying heavily of the BoN (Bag 

of N-grams) model and utilizing these features with a statistical ML classifier. We 

use the IMDB movie review dataset (Maas et al. 2011) for benchmarking. 
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1. Introduction  

Text sentiment analysis is the classification of the senti-

ment of the author of a text document from a set of prede-

fined classes. Sentiment analysis in essence is a classifica-

tion problem defined as, given the text document provide 

the class label representing the sentiment.  

  The task at hand involves categorizing movie reviews 

according to author sentiments as belonging to one of two 

possible classes  {POS, NEG} . This constitutes a binary 

classification task relative to the text documents repre-

senting the movie reviews. Our interest in this work re-

volves around supervised classification. This can be for-

mulated as follows, given a dataset � = {�, ��: � ∈

�, � ∈ �} where � is the set of all features correspond-

ing to the document and � is the set of all labels in the 

training set. Find the model that maximizes the likelihood 

of the prediction. For supervised learning this is formu-

lated as in Equation (1) 

�� = argmaxPy|x��,                            (1) 

  A lot of approaches already exist for text document clas-

sification, the main approaches can be categorized into 

two major approaches feature based text classification 

and sequence modelling based text classification. 

  In feature based approaches, the text is not treated as a 

sequence of words with temporal relations, but as an un-

structured data source to be used for feature extraction, 

said features are then processed by using dimensionality 

reduction techniques such as LSA (Latent Sematic Analy-

sis), PCA (Principal Component Analysis) or by using sta-

tistical based feature selection such as selection via infor-

mation gain (IG) or using a statistical distribution (e.g. the 

chi-squared ��  distribution). The selected features are 

then fed to a classification algorithm to perform the task 

against the labels (supervised classification) or by exploit-

ing similarities (unsupervised classification). An example 

for a feature based approach is using the bag of words 

model of language to represent a document by its token 

count. Then use a simple classifier such as Naïve Bayes 

classifier to perform binary classification. 

  The other approach is to try to model the temporal re-

lation between words in a sentence and represent that 

knowledge such that it captures word sequence relations. 

This approach is the predominant approach today in NLP 

especially for complex problems such as language model-

ling and machine translation. An example of this is using a 

deep neural RNN network such as an LSTM as proposed 

in (Hochreiter & Schmidhuber 1997) or by leveraging 

more complex model such as transformers (Vaswani, 

Shazeer, Parmar, Uszkoreit, Jones, Gomez et al. 2017) to 

learn a representation from training data by using unsu-

pervised learning techniques. Much like MLM (masked 

language modelling) used in BERT (Devlin, Chang, Lee & 

Toutanova 2018). 

  The main focus in this work is based on the feature 

based approach to show it performance compared to 

some other state of the art approaches. Our approach is to 

use multiple machine learning classifiers trained on bag of 

n-gram features. We can divide our approach into three 

main efforts: 

 Preprocessing 

 Feature Extraction 

 Model Selection 

The main focus is to prove that this system will provide 

adequate performance given its relative simplicity. Some 

preprocessing techniques and feature selection used with 

bag of n-grams to increase model performance are tested 

to find the best combination for a good system. The da-

taset used in this work is the IMDB movie review dataset 

(Maas, Daly, Pham, Huang, Ng, & Potts 2011). The overall 

system architecture is illustrated in figure (1). 

  The rest of the paper is organized as follows, section 2 

discusses related work, section 3 discusses the methods 

used for this study, section 4 the experiments conducted 

and the results obtained also shows our best result 

against SOTA (State of the Art) results, the conclusion is in 

section 5 and future work in section 6.  
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Figure 1. Illustration of the proposed model (Best model). 

 

2. Related Work 

In this section, the related work on text classification and 

sentiment analysis is shown for machine learning based 

approaches. These approaches can be categorized broadly 

as feature based approach and a sequence modelling ap-

proach. Other techniques exist such as using sentiment 

orientation and heuristic based (prior knowledge) ap-

proaches. For example (Turney 2002) used sematic orien-

tation of phrases with two preselected words “excellent” 

and “poor” to classify reviews as recommended or not. 

However the focus in this section is on the two aforemen-

tioned approaches. 

2.1 Feature Based Approach 

This approach disregards the composition of documents 

and the relation between words in sentences and treats 

each word as an independent unit in terms of order. Sys-

tems built that way are simple and quite effective for text 

classification. Multiple works discuss these systems and 

show good results.  

  (Joachims 1998) proposed a system based around an 

SVM classifier that trains on bag of word features with in-

formation gain (IG) criterion to select only a subset of fea-

tures. He reported that SVM (Support Vector Machine) 

outperformed some other ML techniques such as KNN (K-

Nearest Neighbors) and Naïve Bayes.  

  In (Pang, Lee & Vaithyanathan 2002) the authors use 

three ML classifiers Naïve Bayes, maximum entropy and 

SVM for movie review sentiment classification, the au-

thors compared different approaches for feature extrac-

tion such as using term frequency vs term presence and 

adding bigrams and POS (part of speech) tags as features. 

SVM trained on unigram presence (binary) features were 

reported to perform best.  

  (Wang & Manning 2012) build on top of previous work 

on Naïve Bayes and use MNB (Multinomial Naïve Bayes) 

classifier, SVM and their proposed mixture of the two 

NBSVM where they use Naïve Bayes log features as input 

to train an SVM classifier. 

  Other approaches don’t necessarily use sparse bag of 

words/n-grams representations, but use instead dense 

representation (embeddings) for words or sentences for 

training more complex classifiers (such as neural nets) 

leveraging the lower dimensionality of this representa-

tion. Some popular word embeddings were introduced in 

word2vec (Mikolov, Chen, Corrado & Dean 2013) and 

Glove (Pennington, Socher, & Manning 2014). These em-

beddings are useful for the feature based approach and 

also for training sequential models. Word embeddings can 

be averaged to generate sentence embeddings for text 

classification. 

  In (Le & Mikolov 2014) introduce paragraph vector PV 

which is a similar concept to word embeddings but used 

for paragraphs. PV is trained in two ways, PV-DM (Para-

graph Vector – Distributed Memory) where the document 

embedding matrix is trained to predict the next word us-

ing a classifier trained on PV averaged/concatenated with 

the word embeddings of the previous words. The other PV 

method is PV-DBOW (Paragraph Vector – Distributed Bag 

of Words) here the PV is trained using a classifier on a ran-

dom sample from a random text window without using 

any context. PV features can be used as input to ML classi-

fier for text classification.  
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  DV-ngram proposed by (Li, Liu, Du, Zhang & Zhao 2015) 

builds on the PV idea by predicting n-grams in paragraphs 

in addition to predicting words. Weighted neural bag of n-

grams introduced in (Li, Zhao, Liu, Wang & Du 2016) build 

on concept of DV-ngram by using Naïve Bayes weights for 

the words (to mark their significance) when training the 

text embedding vectors. 

  In (Thongtan & Phienthrakul 2019) the authors utilize 

cosine similarity instead of regular dot product similarity 

for training document embedding vectors, their work 

combined with neural bag of n-grams with NB weights 

produces a very formidable accuracy score of 97.42%. 

2.2 Sequence Based Approach 

This approach models the context of the text and relation 

between the words in a sentence. Multiple methods are 

used to model context in text, some utilize recurrent mod-

els such as RNNs specially LSTMs (Long short term 

memory) neural networks. 

  In (Zhang, Liu, and Song 2018) build on top of the idea 

of a Bi-LSTM (Bidirectional LSTM) by creating a sentence 

level LSTM network that contains hidden states for each 

word in the text sequence in parallel and contains a sen-

tence level state to capture sentence representation in ad-

dition to text context representation. They demonstrate 

the S-LSTM (Sentence LSTM) performance on text classi-

fication and show gains compared to regular Bi-LSTM.  

  Another method is to use representation learned by a 

recurrent model for classification similar to work in (Pe-

ters, Neumann, Iyyer, Gardner, Clark, Lee, et al. 2018) 

where representations from a Bi-LSTM language model 

are used as features for multiple downstream tasks in-

cluding text classification. The system dubbed ELMo (Em-

beddings from Language Models) utilizes the representa-

tions at various layers in the LM to represent tokens. 

  Other approaches based on the success of BERT 

(Devlin, Chang, Lee & Toutanova 2018) and transformer 

based representation learning from text utilize represen-

tations learned from complex transformer models to be 

used as features for downstream tasks. 

  (Sun, Qiu, Xu, & Huang 2019) illustrate how to fine-tune 

a pre-trained BERT model with different strategies and 

their effect on performance on downstream tasks. They 

use strategies such as single task fine-tuning, multi-task 

fine-tuning and continuing pre-training using in-domain/ 

in-task data. 

  In this work the focus is mainly on the traditional bag of 

words/n-grams models with ML classifiers such as Naïve 

Bayes and SVM and investigate the effect of various pre-

processing and feature selection techniques on perfor-

mance. 

3. Methods 

The methods used revolve around testing various machine 

learning models on features extracted from bag of n-gram 

sparse representation of the input text. Our pipeline can be 

divided into three major steps: 

 Preprocessing: where the text is prepared for fea-

ture extraction 

 Feature extraction: using a bag of n-gram repre-

sentation with feature selection to represent doc-

uments. 

 Classification: using the representation from fea-

ture extraction to train a binary classifier. 

  The final system is built incrementally where the best 

result from each step is used as a base for the next step and 

so on.  

3.1. Preprocessing 

The following methods for text preprocessing are used 

 Tokenization 

 Normalization 

 Stop-word removal 

 Stemming 

 Lemmatization 

 Negation handling 

  Tokenization is the way we split the text input into sep-

arate tokens (words for example). Tokenization used splits 

around white space between sequences of valid charac-

ters. Tokenization is done by default in all of our experi-

ments including the baseline. 
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  Text normalization is transforming all text to lower case 

and removing special symbols and punctuation marks. 

  Stop-words are frequent words such as (and, or, is 

…etc.) that have no significant effect on the overall senti-

ment of the document when using bag of n-gram ap-

proaches. 

  Stemming is the process of removing suffixes from 

words to capture meaning instead of form. 

  Lemmatization is a more in depth form of stemming 

where each word is reduced to its base root “lemma” using 

morphological analysis. WordNet Corpus (Miller 1995) 

based lemmatizer was used for our experiments. 

  Negative words such as “didn’t like” are handled by in-

troducing a tag NOT_ before words after negation (“didn’t 

like” becomes “didn’t NOT_like”). This method illustrated 

in (Jurafsky & Martin 2022) helps feature based models to 

capture negation in the absence of context. 

3.2 Feature extraction and selection 

Features are extracted using a bag of n-gram model where 

each sentence is represented as a sparse vector �� ∈  ! 

for sentence ". Where # is the number of all possible n-

grams. Our approaches for feature extraction: 

 Different orders of n-grams 

 Using TF (Term Frequency Features) 

 Using IDF (Inverse Document Frequency) 

 Using Binary “presence” features 

  TF is usually used with IDF or alone (TF/TF-IDF) the two 

steps are performed after extracting n-gram counts 

 Term Frequency 

The word counts are normalized relative to the 

document they exist in, the intuition here is to bal-

ance out the effect of long and short documents by 

normalizing both features 

$% =
&'() *'+,-

-'-./ &'()0 �, )'*+12,-
 ,                (2) 

 Inverse Document Frequency 

Calculated as the log of the frequency of word oc-

currence in other documents across the data set, 

the intuition here is to limit the effect of frequent 

words from having too much representation 

  Binary features are used to simply indicate if an n-gram 

exists in a sentence or not. They can be combined with TF-

IDF. 

  Features selected using bag of n-grams are sparse with 

very high dimensionality. They can be further reduced 

without significant loss in model performance by using 

feature selection such as information gain or using a prob-

ability distribution such as ��. Two methods for feature se-

lection were used, using the maximum 1024 frequent fea-

tures (based on the entire dataset) and the most probable 

1024 features according to a ��distribution. 

3.3 Classification 

Statistical ML contains a plethora of classifiers, each per-

forming classification in a different way. The following ML 

classifiers were trained and tested on the IMDB dataset. 

 Linear SVM 

 SVM trained with SGD 

 Ridge Classifier 

 Perceptron Network 

 K nearest neighbors 

 Random Forest 

 Bernoulli Naïve Bayes 

 Complement Naïve Bayes 

4. Experiments & Results 

4.1 Experiment setup 

All experiments were conducted on Google Colaboratory 

for computation and quick testing. NLTK (Natural Lan-

guage Toolkit) (Bird, Klein & Loper 2009) was used for 

lemmatization and stop-word removal. Sci-kit Learn 

(Pedregosa, Varoquaux, Gramfort, Michel, Thirion, Grisel, 

et al. 2011) python library was used for model training, 

feature extraction and parameter tuning. The training set 

of the IMDB dataset is used with 25K training examples 

split evenly between negative and positive examples. All 

scores are produced by testing against the test split pro-

vided by the dataset of 25K test examples also evenly split 

between positive and negative examples. 

 

 



Abdelrahman N. Taha, Prof. Dr. Rania Ahmed Abdel Azeem Abul Seoud 

 

 

 71 Fayoum University Faculty of Engineering, 2022, Vol: 5(1)

 

4.2 Results 

Metrics used are accuracy, recall, precision and F1-score, 

with F1-score being used as the deciding factor for the best 

approach when selecting. 

  The first result is our baseline model based on a Multi-

nomial Naïve Bayes classifier with unigram features (bag 

of words) it achieves accuracy of about 81.5% (see table 

(1) for detailed metrics).  

  Preprocessing experiment results are shown in table (1) 

the classifier used here is still a multinomial Naïve Bayes 

classifier. From the first row text normalization achieves 

marginal gain, adding lemmatization to the normalization 

seems to degrade performance. Adding stemming instead 

of lemmatization with normalization degrades perfor-

mance more (indicating that lemmatization is better). 

However both lemmatization and stemming didn’t im-

prove performance.  

Table 1. Preprocessing Experiment Results (best results in bold). 

Preprocessing Results 

 accuracy Recall Precision F1 Score 

Baseline 81.5% 75% 86.2% 80.2% 

Method     

Text 

Normalization 
81.6% 75.4% 86.2% 80.4% 

Normalization+ 

Lemmatization 
81.4% 75% 85.9% 80.1% 

Normalization + 

Stemming 
81.1% 74.7% 85.6% 79.8% 

Normalization + 

Stop word removal 
82.2% 76.6% 86.2% 81.1% 

Normalization + 

Stop word removal 

+ Negative word 

modification 

82.4% 76.7% 86.6% 81.4% 

 

  Removing stop-words generated a good gain of more 

than 1% in accuracy and F1-score. Finally combining nor-

malization with stop-word removal and negation handling 

yields the best pre-processing result on our basic classifier. 

  Feature extraction & selection results are shown in table 

(2). Building on top of the best result from pre-processing 

experiments and using the same base classifier various 

feature extraction and selection methods are tested. First 

using Term Frequency only on word counts yields more 

than 2% absolute gain. Multiple n-gram orders were tried 

the best result obtained was at 4-gram features and pro-

vides a 3.5% absolute improvement over regular unigram 

features. 

Table 2. Feature Extraction & Selection Results. 

. Feature Extraction & Selection Results 

 accuracy Recall Precision F1 Score 

Previous Best 82.4% 76.7% 86.6% 81.4% 

Method     

Word count + TF 84.5% 80.6% 87.4% 83.8% 

Up to 4-grams 

features 
85.9% 82.5% 88.6% 85.4% 

4-grams + binary 

counts 
86.6% 82.9% 89.5% 86.1% 

4-grams + binary 

counts + TFIDF 
87.3% 84.1% 89.9% 86.9% 

4-grams + binary 

counts + TFIDF 

(top 1024) 

83.3% 84.4% 82.6% 83.5% 

4-grams + binary 

counts + TFIDF (�� 

top 1024) 

86.4% 88.7% 84.8% 86.7% 

 

  Building on top of the 4-gram result and using binary 

“presence” features a further 0.7% gain in performance is 

observed. Using TF-IDF with the settings in row 3 of table 

(2) provides an additional gain of about 0.7% in accuracy. 

However using the most frequent 1024 features tends to 

degrade performance considerably. Using ��  feature se-

lection also degrades performance but not as much as reg-

ular most frequent selection. A worthwhile note here is 

that  �� selection provides the best recall for feature ex-

traction, but degrades precision considerably. Row 4 in ta-

ble (2) result (4-gram + binary features + TF-IDF) are se-

lected as best based on F1-score for the next stage of ex-

periments. 

  The next stage is classifier model testing, the models 

specified in section 3.3 are tested with SVM classifiers 

trained once with L1 Loss and once with L2 loss. We find 

from the results obtained in table (3) that the best classi-

fier mode for our case was the Linear SVM model trained 

with L2 penalty. This confirms similar conclusions drawn 
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in (Joachims 1998) and (Pang, Lee & Vaithyanathan 

2002). 

Table 3. Classifier Selection Results. 

Classifier Selection Results 

 accuracy Recall Precision F1 Score 

Previous Best 87.3% 84.1% 89.9% 86.9% 

Method     

Linear SVM L2 

Penalty 
89.2% 89.2% 89.2% 89.2% 

Linear SVM L1 

Penalty 
88.04% 89.07% 87.28% 88.17% 

SGD SVM L2 

Peanlty 
87.76% 87.28% 88.12% 87.7% 

SGD SVM L1 

Penalty 
84.62% 82.48% 86.16% 84.28% 

SGD SVM 

ElasticNet Penalty 
86.43% 85.2% 87.33% 86.26% 

Ridge Classifier 88.9% 88.65% 89.09% 88.87% 

Preceptron 

Classifier 
87.93% 87.87% 87.97% 87.92% 

KNN 75.6% 66.6% 81.18% 73.2% 

Random Forest 83.41% 84.45% 82.73% 83.58% 

Bernoulii NB 78.96% 61.53% 94.47% 74.52% 

Complment NB 87.34% 84.13% 89.9% 86.92% 

  Table (4) shows a comparison of our best result with 

other established methods including state of the art re-

sults. Despite not being competitive with state of the art 

results such as (Thongtan & Phienthrakul 2019), our 

model still shows good performance despite its simplicity 

compared to the models and methods listed in table (4). 

Our result outperforms even some complex models such 

as S-LSTM and CNN-LSTM systems that require more com-

putational resource and time to train. 

5. Conclusion 

In this paper we explored different ML techniques to per-

form text classification for sentiment analysis. Despite its 

simplicity, traditional bag of n-gram models combined 

with SVM classifiers still provide adequate performance 

compared to other complex systems. Binary features pro-

vide consistent gain for classification when used with bag 

of n-grams. Higher order grams seem to provide consider-

able performance increase in sentiment classification. 

6. Future Work 

Exploring the use of PV and DV-ngram embeddings and 

testing their performance as features for classification. Us-

ing NB weighting of features and testing performance on 

regular ML classifiers.  

Table 4. Results Comparison 

Comparison with Results on IMDB Sentiment Analysis 

 accuracy 

Our Approach 89.2% 

Method  

S-LSTM 

(Zhang, Liu & Song 2018) 
87.15% 

CNN+LSTM 

(Camacho-Collados & Pilehvar 2018) 
88.9% 

W-Neural-BON Ensemble 

(Li et al., 2016) 
93.51% 

TGNR Ensemble 

(Li et al., 2017) 
93.51% 

TopicRNN 

(Dieng et al., 2017) 
93.76% 

One-hot bi-LSTM 

(Johnson & Zhang, 2016) 
94.06% 

Virtual Adversial 

(Miyato et al., 2016) 
94.09% 

BERT Large finetune UDA 

(Xie et al. 2019) 
95.80% 

NB-weighted-BON + DV-ngram 

(Thongtan & Phienthrakul 2019) 
96.95% 

NB-weighted-BON + L2R Dot Product 

(Thongtan & Phienthrakul 2019) 
97.17% 

NB-weighted-BON + Cosine Similarity 

(Thongtan & Phienthrakul 2019) 
97.42% 
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