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Abstract - In Egypt, more than 2 million people suffer from a 

mobility impairment some of them have quadriplegia, which 

usually indicates subsequent damage to the cervical spinal cord, 

although it may be the result of an injury to the brain or peripheral 

nerves. The cervical spinal cord is located inside a canal in the 

vertebrae of the spine, and it connects the brain to the majority of 

the body's organs, through the nerve fibers running through 

functional harm includes activities of daily living, such as eating, 

dressing, bathing, loss of voluntary control over the excretion of 

urine or faces, loss of control over mobility, and even sexual 

performance, fertility and the ability to contribute to family life, 

integration into the labor market and social settings. Also, 

quadruple patients cannot use technology such as computers, cell 

phones, and television controls, and other things that need manual 

control., for example, a computer-primarily relies on a mouse and 

keyboard for system navigation, navigation, and use apps, so we 

thought about helping them by designing a motion-controlled 

mouse. 

The head has a set of features that enable the patient to control the 

system with sound and has a keyboard controlled by eye movement. 

Now we made the voice recognition “up” أعلی  " & “down” "أسفل" in 

the Arabic language to help in scrolling up & down, and this can 

be done by making extractions from the MFCC features and then 

make binary classification using support vector machine 

algorithm. 

 

I.  INTRODUCTION 

Causes and risk factors of quadriplegia among the causes of 

quadriplegia and factors that cause damage to the spinal cord:  

Direct injuries, narrowing of the spinal canal and herniated 

discs between the vertebrae (herniated disc), multiple 

sclerosis, cancerous tumors, infections, and diseases of blood 

vessels. The quality of the causative agent and the extent of its 

response to medical treatment has an impact on the severity 

and longevity of the damage. But from the moment it arose, 

the damage has dire consequences, whatever the cause. 

Complications of quadriplegia Complications result from the 

interruption of communication between the body's organs and 

the brain. Respiratory, urinary system complications, and 

bedsore may lead to respiratory failure, kidney failure, acute, 

and diffuse. Infections, which are the main causes of morbidity 

and mortality. Other complications may also occur in the heart 

and blood vessels, in the digestive system, in the bones, and 

others. Due to all of this, quadriplegic patients are unable to 

use technology such as computers, mobile phones, TV 

controls, and other things that need manual control.  

For example, the computer depends mainly on the mouse and 

keyboard to navigate the system, browse and use applications, 

so we thought of helping them by designing a mouse that is 

controlled by the movement of the head and has a set of 

characteristics that enable the patient to control the system by 

voice.  
 

II. METHODOLOGY & SYSTEM DESIGN 

Our project aims to find solutions to help the people who 

cannot use their hands for any reason, to help them use the 

computer with the ways that we worked on. In our project, we 

worked to make a lot of different features that can help a 

person that cannot move his/her hand to use computers. We 

added the speech recognition system, so, the person who can 

talk will use the computer easily just by using his voice. We 

use MFCC feature extraction. 

The process is divided into four parts. 

       A. Voice recognition commands speech acquisition is 

done by a Microphone (headset). 

       B. The audio files needed for the training and testing are 

stored locally on the computer storage unit. 

       C. The data is categorized to “UP” & “Down” in Arabic 

using MFCC. 

       D. The system trained on some of the data and used the 

other for testing. 

The goal is to make people with special needs benefit from the 

current technology of computers, mobile phones, and smart 

TVs via voice. 

 

The proposed UP & DOWN speaker recognition system is 
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 displayed in figure 1. It can be divided into two main 

components: feature extraction and. Firstly, improvised 

emotional utterances of the IEMOCAP database are 

considered to evaluate this system. We extract MFCCs and 

MFCC-SDC from the speech signals. These obtained feature 

vectors are then divided into training and test sets. Then, 

classification is done using two well-known multiclass SVM 

and logistic recreation approaches which are One-Against-

All(OAA), and One-Against-One(OAO). Finally, the decision 

of the recognition system is specified with accuracy rate using 

the test set. 

 

 
Fig. 1 

 

Choosing a suitable feature that represents useful information 

increases the precision of the recognition system. In this 

section, we describe the procedure of MFCC feature 

extraction. 

Mel Frequency Cepstral Coefficients Mel Frequency Cepstral 

Coefficients (MFCC) is one of the commonly used techniques 

of feature extraction. MFCC coefficients are based on human 

hearing perceptions that cannot perceive frequencies over 

1Khz. After the frame blocking and windowing step, the FFT 

is computed, and the power coefficients are filtered by a 

triangular bandpass filter bank, also known as Mel-scale. They 

have been utilized to collect phonetically significant aspects of 

voice signals. Filters spaced linearly at low frequencies below 

1000Hz, and filters spaced logarithmically above 1000Hz are 

available in MFCC. As a result, the Mels for a given linear 

frequency f may be calculated using the following approximate 

formula: 

Mel(f) = 2595 x log10 (1 + f / 700)  (1) 

 

The full extraction procedure of the Mel-frequency cepstral 

coefficient is described in figure 2.  

 
Fig. 2 

 
Fig. 3. Audio amplitude for up sample. 

 

 
Fig. 4. Mel spectrogram for up sample. 

 

 
Fig. 5. MFCC coefficients for up sample. 

 

Then the output is passed to the classifiers. We use two 

classifiers to compare between them and look for the best 

result. 

A. Logistic Regression 

It is a predictive model analysis technique where the target 

variables (output) are discrete values for a given set of features 

or input (X). For example, whether the word is up (1) or down 

(0). It is a powerful and simple classification algorithm in 

machine learning borrowed from statistics algorithms. It is one 

of the most common machine learning algorithms used for 

binary classification. It predicts the probability of occurrence 

of a binary outcome using a logit function (sigmoid function). 

It's a type of linear regression that uses the log function to 

predict outcome probabilities. It's a mathematical function with 

the property of being able to translate any real value to a 
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number between 0 and 1 in the shape of the letter "S" as in Fig. 

1. [5] Where sigmoid function is denoted as (Y), (e) is a 

constant number, and (z) is (Y old)Y = 1 / 1+e –
z
. (2) 

 

Fig. 6 Sigmoid function 

 

B. Support vector machine (SVM) 

It is an algorithm that can be used for classification at most 

and regression, and it is determined as a supervised machine 

learning algorithm. 

We use the number of features denoted as (n) to plot each data 

item from a dataset and differentiate between the data to two 

classes up and down in Arabic and to divide between the two 

data then we use the hyper-plane to put the new data points 

easily to the correct category by choosing the support vectors 

in each class as in Fig. 7. 

 
Fig. 7. SVM 

 

 

III. DATASET 

We have collected our dataset from a group of our family 

members and friends, and then we recorded it manually and 

labeling it manually. 

Firstly, the total data received were 200  „‟up‟‟ and 200 for 

„‟down‟‟ and the suitable data valid to work on was only 113 

for „‟up‟‟ and 165 for „‟down‟‟. 

Then the total amount of data for testing was only 38 for 

„‟down‟‟ and 28 for „‟up‟‟, while the training data was 85 for 

“up” and 127 for “down”. 

 

IV. RESULTS AND DESICCATION 

After we get features extraction of MFCC we computed the 

delta of MFCC for up and down, then we integrated with the 

MFCC. 

Then we added it to the classifier logistic regression and 

support vector machine. 

We used the logistic regression and added it to the confusion 

matrix to get the result for it to be [[50  0] [ 4 30]], the test 

classification report 0.93 and then 1.00, the recall was 1.00 

0.88, f1-score 0.96 then 0.94, support was 50 then 34 and we 

found that the test accuracy was 0.9523809523809523, while 

for that of the support vector machine, We added it to the 

confusion matrix to get the result for it to be [[50  0] [ 1 33]], 

the test classification report 0.98 and then 1.00, the recall was 

1.00 then 0.97, f1-score 0.99 in both steps, support was 50 

then 34, and we found that test accuracy was 

0.9880952380952381. So, we can conclude that the SVM is 

better than logistic regression, so, we will use the SVM. 

 

 

V. CONCLUSION AND FUTURE WORK 

In this project, the basics of developing a VRC system have 

been discussed. The proposed methodology has been 

implemented primarily based on MFCC analysis and Logistic 

regression & Support vector machine (SVM) classifiers. The 

core achievement of this project is that the higher rate of 

accuracy is about 98% of the SVM than Logistic regression 

with a rate of 95%. The proposed work has achieved a high 

rate of accuracy only using a modicum of training samples and 

38 + 28 = 66 samples dictates the reliability. We look forward 

to adding more features to the system to recognize more words 

like a press, shut down and restart, etc... all that to help 

quadriplegic patients. 
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