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Abstract – This paper conducts a comparative analysis between several kernel functions of support vector machine learning classifier for (Surveillance), to determine which kernel function is better in determining the best one that can be used on medical diagnosis datasets for the best accuracy and performance. Its goal is to find the best kernel for the best accuracy and performance for medical diagnosis datasets and doing it through comparing 3 different kernels which are: “Radial Basis Function”, “Linear Function”, “Polynomial Function”. We used Support Vector Machine (SVM) algorithm in our training and testing while K folding (Cross-Validation) in our research to find the best accuracy. And we tested our kernel functions on a dataset called “lungcancer.csv” from Kaggle and experimented on the dataset achieving good results in performance measures: accuracy, precision, sensitivity (Recall) and specificity. The dataset briefly talks about categories of COVID-19 surveillance case like Person without Symptoms (PWS) refers to people who show no symptoms, Person in Monitoring (PIM) refers to people under observation (suspected person) and Patient under Supervision (PUS) refers to patients under surveillance.
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I. INTRODUCTION

The COVID-19 pandemic, also known as the coronavirus pandemic, is an ongoing global pandemic of coronavirus disease 2019 (COVID-19), which is caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). The virus was first identified in December 2019 in Wuhan, China. The World Health Organization declared a Public Health Emergency of International Concern on 30 January 2020, and later declared a pandemic on 11 March 2020. As of 3 July 2021, more than 183 million cases have been confirmed, with more than 3.96 million confirmed deaths attributed to COVID-19, making it one of the deadliest pandemics in history [1].

Data mining explores large data sets to extract critical decision-making data from past collections for future analysis. The medical field contains extensive patient information. This data needs to be mined by various machine learning algorithms [2]. Healthcare professionals analyse this data to achieve an effective diagnostic decision by health professionals. Mining medical data using classification algorithms provide clinical assistance with analysis. It examines the classification algorithms to predict coronavirus in patients.

II. Methodology

The methodology for predicting coronavirus was done using this algorithm (Support Vector Machine Classifier) and comparing its three major kernel functions with each other through their experimental results:

1. RBF (Radial Basis Function).
2. Linear Function.

![Methodology to predict coronavirus](image)

Fig.1 Methodology to predict coronavirus

III. Dataset

There are 7 features that represent symptoms of COVID-19 (any version), and the categories represent the three we talked about such as PIM (Person in Monitoring), PUS (Patient under Supervision) and PWS (Person without Symptoms), In Surveillance case dataset “Fig 2” [6].
IV. Support Vector Machine

SVM finds a hyper-plane that creates a boundary between the types of data. In 2-dimensional space, this hyper-plane is nothing but a line.

In SVM, we plot each data item in the dataset in an N-dimensional space, where N is the number of features/attributes in the data. Next, find the optimal hyperplane to separate the data.

We use kernelized SVM for non-linearly separable data.

We can transform this data into two-dimensions and the data will become linearly separable in two dimensions as in the figure below “Fig 3”.

C. Polynomial Function.

A. Radial Basis Function

Radial Basis Kernel is a kernel function that is used in machine learning to find a non-linear classifier or regression line.

$$KRBF(\mathbf{x}, \mathbf{x}') = \exp \left[ -\gamma \| \mathbf{x} - \mathbf{x}' \|^2 \right]$$

Where $\gamma$ is a parameter that sets the “spread” of the kernel and $\mathbf{x}, \mathbf{x}'$ are vector point in any fixed dimensional space.

The main motive of the kernel is to do calculations in any d-dimensional space where $d > 1$, so that we can get a quadratic, cubic or any polynomial equation of large degree for our classification/regression line. Since Radial basis kernel uses exponent and as we know the expansion of $e^x$ gives a polynomial equation of infinite power, so using this kernel, we make our regression/classification line infinitely powerful too [3].

Fig. 4 Example for Radial Fitted Curve on some complex dataset.

Implementation

We read the dataset file and converted the dataset data from nominal values to binary values which can be recognized to the following figure “Fig 5”.

This is done by mapping each 1-D data point to a corresponding 2-D ordered pair.

There are various kernel functions available, but we choose the three most popular ones:

A. Radial Basis Function.
B. Linear Function.
Implementation

We read the dataset file and converted the dataset data from nominal values to binary values which can be recognized to the following figure “Fig 8”

Then, we prepared the data before classification and then we classified using SVC function with RBF kernel function and for evaluating our algorithm that we chose, we used cross validation with $K=5$ and we achieved accuracy for 83.09% as you can see in the figure below “Fig 6”

B. Linear Function

Linear Kernel is a kernel function that is used in machine learning to find a linear or a non-linear classifier or regression line.

Let us say that we have two vectors with name X1 and X2, and then the linear kernel is defined by the dot product of these two vectors [4]:

$$K(x_1, x_2) = X_1 \cdot X_2$$

C. Polynomial Function

Polynomial Kernel is a kernel function that is used in machine learning to find a non-linear classifier or regression line and it is popular in image processing.

For degree-$d$ polynomials:

$$K(x, y) = (x^T y + c)^d$$

Where $x$ and $y$ are vectors in the *input space* vectors of features computed from training or test samples and $c \geq 0$ is a free parameter trading off the influence of higher-order versus lower-order terms in the polynomial and $T$ is a user-specified parameter [5].
Implementation

We read the dataset file and converted the dataset data from nominal values to binary values which can be recognized to the following figure “Fig 11”.

Fig. 11 Dataset Data Conversion from nominal values to binary values

Then, we did reprocess (Data Preparation) for the data before classification and then we classified it using SVC function with Linear kernel function and for evaluating our algorithm that we chose, in this case we used cross validation with \( K = 5 \) and we achieved accuracy for 77% as you can see in the figure below “Fig 12”.

Fig. 12 Implementation

V. RESULTS

Results from three major kernel functions with each other through their experimental results are analysed, and RBF (Radial Basis Function) has given the highest accuracy. Hence RBF is the best to be implemented in the proposed system.

Fig. 13 Graphical Representation of Accuracy.

VI. CONCLUSION

Now, we deduce that the best kernel function of them all without a doubt is Radial Basis Function with an accuracy score of 83.09% but that will not help that much in medical diagnosis because we need at least to accumulate an accuracy of 90% to say that we were successful with the experiment.

Coronavirus prediction which uses Machine learning algorithm provides users a prediction result if the user has Coronavirus. In this proposed method RBF was used because of its efficiency and accuracy.
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