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Abstract– The most sensitive sector in our life is health. The 

purpose of this research is to explore how Natural Language 

Processing (NLP) has a vital role in our Healthcare system in 

diagnosing diseases and facilitating routines as well as discussing 

the architecture of each application. NLP, which deals with text 

and speech has a lot of models like sentiment analysis, speech 

recognition, language modeling, etc. We have looked into the 

healthcare industry to discover the different products that have 

NLP - based models. A Medical Chatbot is used to diagnose 

patients in their early stages of the disease. Speech recognition is 

used to detect a doctor's voice and turns it into a digitized medical 

prescription. Other examples are being explained in this research 

besides discussing how the product is being implemented and then 

deployed. The goal of this research is to explain that Artificial 

Intelligence is helping us in our most need, which is health. 
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I.  INTRODUCTION  

A. Overview of Linguistics 

It is the scientific study of languages that aims to 

understand the nature and different functions of any language 

to understand speech sounds (phonetics) and written text of 

this language. Phonemes are the distinct sound of any word 

and it is considered as the intermediary between speech and 

text. 

Computational Linguistics starts a new era of analyzing 

and modeling the language, but It was still challenging to make 

a machine understand our natural language because of 

different reasons like the variety of accents, ambiguous words, 

unstructured sentences, and others. NLP came to begin a new 

chapter of doing useful things using human language [1]. 

 

B. Evolution of NLP 

NLP started in the 1950s as a subfield of Linguistics and 

Artificial Intelligence (AI) concerned with the interpretation of 

human-generated text and speech. It started with a simple 

application of word-to-word translation and then it has been 

developed to be able to check grammar [2]. Year after year 

until we can see it now in many applications like 

summarization, information retrieval, sentiment analysis, 

chatbots, predictive analytics, and others. The field is rapidly 

growing and has a very large community of active researchers 

who still exploring it [3]. 

The pipeline of NLP can be described in three stages as 

shown in Fig. 1. 

 
Fig. 1 NLP Pipeline. 

 

C. Clinical Health Data 

It is all the information about health status, reports, 

Prescriptions, and others. It represents all kinds of data about 

patient health records. The amount of unstructured data among 

medical organizations is so large that we can’t extract useful 

information or even insights from them until  Electronic Health 

Records (EHRs) were developed to make a big revolution in 

the healthcare systems and to be the base of Big data in 

healthcare [4]. 

Electronic Health Records (EHRs) are powerful tools 

utilized by healthcare providers to enhance data handling and 

communication techniques in healthcare settings as well as 

optimizing the quality of service [5]. 

 

II. APPLICATIONS OF NLP IN HEALTHCARE SYSTEMS 

A. Clinical Decision support systems (CDSS) 

Clinical Decision support systems have been used for 50 

years to aid physicians in making clinical decisions like 

deciding the best treatment technique, adjusting risk factors, 

and other important things that we'll present in this review 

paper [6]. 

 

A.1. Treatment Suggestion 

Based on patient characteristics, they are matched to a 

database to generate some recommendations that can be taken 

into consideration by clinicians when making medical 

decisions [7]. Also, CDSS can look into the history of the 

patient, his/her current condition, and the other parameters. 

Based on a standard guideline, CDSS will describe treatment 

options for this patient. 

 

A.2. CDSS in precision medicine 
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 There is a strong relationship between CDS and 

personalized medicine. We are heading to the era of the 

customization of treatment based on single patient medical 

status, including genomic variables and others and that is what 

we call personalized medicine or precision medicine [8]. For 

example, the framework that was developed for oncology to 

address the complexity of cancer patient management and 

integrate the knowledge for providing personalized medicine 

(PM) [9]. 

 

A.3. Clinical Entity 

 NLP can represent and classify clinical terms inside EHRs 

into ICD-10 standard which stands for the 10th revision of 

International Statistical Classification of Diseases and Related 

Health Problems for reporting diseases and health conditions 

which represent a medical classification list that was created by 

the World Health Organization (WHO). After representing the 

data in the ICD-10 standard, we can adjust a risk factor for 

each patient based on the Hierarchical Condition Category 

(HCC) where each HCC is mapped to an ICD-10 code as 

shown in Fig. 2. That can help physicians in Clinical Decision 

support as it represents an alert for early detection of various 

diseases [10]. 

 

 
Fig. 2 Adjusting Risk Factors. 

 

A.4. Document summarization  

 NLP  can also be used to summarize the EHR of a specific 

patient because, in emergency situations, doctors have to 

familiarize themselves with basic data about the patient as fast 

as possible to be able to make decisions regarding the patient 

[11]. NLP can extract the facts, Medical Knowledge, and the 

latest clinical updates needed to enrich Clinical Decision 

support systems. 

 Another NLP approach was created to identify the 

postoperative surgical complications from an EHR that 

contains clinical notes, clinical reports, and discharge 

summaries from other medical centers [12]. 

 

A.5. Image Captioning 

 Each day, Physicians need to examine a lot of medical 

images and write reports. Using both Computer Vision and 

NLP, we can make a medical image captioning to generate 

textual descriptions of any medical images like chest X-Ray 

images which will help in accelerating the process plus saving 

time and effort [13]. 

 All of those applications help physicians in Clinical 

Decision support which means better healthcare, low cost, 

time-saving. 

 

B. Speech Recognition 

Speech recognition or voice recognition is the technology of 

converting voice into text and also the ability to recognize 

voice commands. 

 

B.1. Speech-to-Text transcription for EHRs 

 The electronic health record (EHR) acts as a warehouse of 

all patient health information. Using high-quality EHR in 

healthcare is important to minimize medical errors. 

 EHR provides a different method to the use of keyboards 

and templates to create progress notes based on a physician's 

voice for physicians who prefer voice to text. The system [14] 

was used to support a randomized clinical trial testing to see 

whether the use of voice to create notes improves the 

timeliness of note availability, note quality, and physician 

satisfaction with the note creation process or not. 

 

B.2. Speech-to-Text transcription for Electronic prescribing 

 The digitization of medical prescriptions provides high 

accuracy and reliability. In India, they were able to develop a 

smartphone-based electronic prescribing system [15] using 

NLP to reduce the cost where it takes the doctor's voice and 

transcribes it into text, and then we can print an E-prescribing 

or even take it as a pdf file in our digital devices. 

 

B.3. Computational Phenotyping from speech patterns 

Genotyping is the process of analyzing or predicting some 

characteristics of an organism. A set of parameters, derived 

from neural and behavioral data, called computational 

phenotype, is responsible for characterizing an individual's 

cognitive mechanism. NLP-based computing phenotyping has 

numerous applications including diagnostic categorization, 

novel phenotype discovery, and clinical trial screening [16]. 

Focusing on Computational Phenotyping from speech 

patterns, speech is a highly sensitive output system; 

physiological, pathological, and biochemical changes easily 

affect our speech generation. As a consequence, we can benefit 

from using speech as a biomarker for emotional, pathological, 

and mental health conditions.  

Bipolar disorder, a type of mood disorder, alone accounts 

for at least 1% of years lived with disability globally. It can be 

harder to diagnose, and even when an accurate diagnosis is 

made, it is often delayed. Here, speech recognition is applied to 

understand mood and cognition in people with bipolar disorder 

[17]. 

Automatic speech recognition (ASR) technologies now 

incorporate  NLP. ASR captures real conversations between 

people and uses NLP to process them. Remarkable approaches 

for using this technique are detecting neurocognitive disorders 

like Alzheimer’s disease (AD) and Schizophrenia. 

People living with dementia suffer from symptoms at the 

word level, such as having smaller vocabularies and Part of 

Speech (POS) misuse; sentence-level symptoms include 

incomplete sentences. To help in AD diagnosis, the system 

[18] will typically work on audio recordings and all processing 

steps will be done automatically, including the acoustic feature 
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extraction and the speech-to-text transcription by an Automatic 

Speech Recognition (ASR) system. 

C. Medical Robots 

Robots have invaded the medical sector, They are being 

used in the rehabilitation of patients like exoskeletons and  

surgical procedures like Robotic Endoscopy. Since NLP 

represents the understanding of the text and speech, it can act 

as a sensor for Human-robot interaction.  

Valencia-Garcia et al [19] presented a system to detect and 

understand a surgeon’s natural language, then translate it into 

robotic-executive commands using speech recognition 

techniques and intent extraction. Also, they were able to design 

a framework for simulating robot-assisted surgical operations 

using NLP. 

Another example is the AESOP 3000 [20] surgical robot, 

a computer-assisted surgery that is voice-controlled. This robot 

is mainly used in laparoscopic sensitive surgeries like heart 

surgery. 

Robotic surgery is highly useful because it reduces the 

number of physicians per surgery "solo-surgery" and therefore 

they reduce the cost and time.   

Now, the question is how to implement such projects 

using NLP! Using Dialogue systems, we are able to make an 

interactive conversation between humans and robots as shown 

in Fig. 3. 

 

 

 

 

 

 

 

 

 

 
 

Fig. 3 Architecture Of Spoken Dialogue Systems. 

 

Dialogue management techniques are many [21]. The 

most common and simple techniques that are used in the 

industry are state-based techniques. They represent the 

possible dialogues based on different states. In each state, 

the user is required to give specific information to the 

system. Based on the information, the system will generate 

different responses to the user depending on the current 

situation.  

State-based techniques are very efficient, but only in 

simple tasks. In complex tasks, it is better to use frame-

based techniques where they use frames instead of series. 

D. Medical Chatbots 

Statistics [22] show that in the situations of simple, small-scale 

diseases, 80% can be cured by effortless home remedies. There 

are a lot of chatbots that provide services for the healthcare 

domain. Current researches are being carried out to enable 

chatbots to communicate in a way similar to the 

communication carried out between two humans using natural 

language so the user can feel that he is communicating with a 

human, not a machine. This makes the chatbot a virtual trusted 

friend of the user. 

D.1. Chatbots for Mental Health 

Many studies [23] have been conducted using chatbots for 

mental health. It has been estimated that mental disorders may 

affect 29% of people in their lifetime. According to the World 

Health Organization, 29% of the 15,000 mobile health apps 

focused on mental health. One of the main technological 

solutions to the lack of mental health workforce are chatbots, 

also known as conversational agents, conversational bots, and 

chatterbots. 

For example, the chatbot “Wysa” uses several evidence-

based therapies (e.g. Cognitive behavioral therapy, 

Behavioural reinforcement, and Mindfulness) to target 

symptoms of depression for users. LISSA is another chatbot 

that provides training for people with autism in order to 

develop their social skills [24]. 

 

D.2. Chatbots For Self-Diagnostic Based On Symptoms 

To control the spreading of coronavirus, the World Health 

Organization advised some preventive measures like washing 

the hands frequently with soap and water or with sanitizers, 

maintaining social distancing, and practicing respiratory 

hygiene. Many countries preferred Mobile Technology in 

giving proper surveillance. In today’s healthcare environment 

using Mobile Technology and mobile devices have proven to 

be effective. 

In South Africa, HealthAlert is implemented to give the 

right information to the citizens through smartphones. Health 

Alert is a WhatsApp-based helpline to support users on health 

queries or concerns and helps them to direct the accurate 

information sources when they require related to the spread of 

Coronavirus. This tool helps users self-assess their COVID-19 

risk category based on their symptoms and their exposure 

history [25]. 

 

D.3. Chatbots For Emergency And First Aid 

Sudden illness and injuries require quick emergency 

intervention in order to help individuals with no first-aid skills 

or help to avoid deterioration of the subject’s condition and 

maintaining his/her physical integrity until the aid arrives. A 

Cloud computing-based chatbot called SPeCECA [26] assists 

victims or incident witnesses. Therefore, even a person with no 

first aid skills can help the victim to survive by performing first 

aid support as suggested by the virtual assistant. This chatbot 

presents an online human-bot interaction that supports 

different scenarios for every single emergency case. 

The architecture of the system is introduced by its six 

components: information pre-processing component (IPPC), 
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natural language processing component (NLPC), context 

component (CC), informative post-processing component 

(IPoPC), response generator component (RGC), and Alert 

message constructor component (AMCC). 

 

 

 

 

 

III. CHALLENGES OF INTEGRATING NLP TOOLS 

INTO HEALTHCARE SYSTEMS? 

To achieve widespread NLP applications in healthcare 

systems, We are required to adapt existing NLP systems to be 

able to work in different settings with various situations. The 

adoption process is very challenging because it depends on the 

structure, linguistic content, and other characteristics of the 

existing NLP system that will be heterogeneous with the new 

system [27]. 

 There are other challenges subjected to NLP itself like the 

language barrier as we have many languages in the world with 

unique grammar and vocabulary for each one so we will have 

to make a lot of effort to process languages other than English. 

Other challenges can present in extracting meaning from 

strings of text, multipurpose words, unstructured data, different 

accents of a single language, and other challenges, but the most 

difficult challenge related to linguistics is Crash Blossom 

which refers to the syntactic ambiguity in languages [28]. 

IV. CONCLUSION 

In this paper, we have summarized most of the NLP 

applications that are currently used in healthcare systems. We 

categorized them into four categories which are Clinical 

Decision support systems (CDSS), Speech Recognition, 

Medical Robots, and last but not least Medical Chatbots. We 

discussed the Evolution of NLP and how it started as a 

machine translator and now we use it in our healthcare systems 

and it is still growing with more and more applications in 

different sectors in our lives. Hopefully, we will make another 

paper like this 5 years later to discuss the latest use of NLP in 

our healthcare systems. 
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