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Abstract— In this research work, four classifiers are 

adopted, analyzed, and discussed. The classifiers are Naïve 

Bayes (NB), Support Vector Machine (SVM), Stochastic 

Gradient Descent (SGD), and Logistic Regression (LR). The 

classifiers are operated on a dataset with more than eight-

thousands of instances. The dataset contains the users' 

reviews and their opinions about the quality of service of 

restaurants. The reviews are collected from the Arabic 

Facebook posts. Several experiments are done to evaluate the 

performance of the adopted classifiers. Moreover, some 

features selection methods are also applied to improve the 

classification process. The feature selected methods are 

based on term-weights with N-grams, correlation, chi-

square, and mutual information. Some criteria are 

considered to evaluate the performance of the classification 

process mainly: precision, recall, F-measure, and learning 

time. From the experimental results, the SVM classifier 

outperforms the other adopted ones. Also, the feature 

selection method based on the correlation between the 

individual features and the target class outperforms the 

other chosen methods. The same concluding remarks are 

expected to take place for other datasets containing 

comments or reviews from social media. 
 

Keywords— Supervised Machine Learning, Classification 

Approaches, Feature Selection Methods, Facebook Reviews, and 
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I. INTRODUCTION AND RELATED WORK 
 

 

Text classification is one of the important themes in 

information retrieval and sentiment analysis. Text 

classification aims at identifying the class or category 

from a set of classes where the class text belongs to. Text 

classification is considered one form of supervised 

machine learning. Due to the large amount of text written 

on social media like Facebook and Twitter, the 

classification approaches and/or algorithms become very 

important in the categorization of Arabic text [1-2]. Text 

classification involves several steps such as document/text 

collection, document conversion, indexing, feature 

selection, training, testing, and others [3-11]. Several 

research efforts were presented in the literature for text 

classification/ categorization. This involves; but not 

limited to; document/ text acquisition, preprocessing 

operations, classification algorithms, feature selection 

methods, performance evaluation, and others. The terms 

'text' and 'document' in this work are used 

interchangeably. Examples of the research efforts are 

briefly mentioned as shown below. 
 

[12] presented and proposed feature ranking based on the 

support vector machine (SVM). The weights given by the 

SVM algorithm indicate the significance of those 

important features. The authors tested the adopted ranking 

features selection approach on three public datasets for 

text classification. The authors compared the performance 

of the proposed method with respect to those adopted 

feature selection methods. The performance of the 

proposed approach presented better F-measure and 

accuracy values. The authors in [13] presented a 

comparative study among the vector space model, the 

Naïve Bayes, and neural networks. The authors used a set 

of documents dedicated to all the different classes of 

documents. From the experimental results, the 

performance of the SVM outperforms the other adopted 

ones. The authors in [14] proposed a method for Arabic 

text classification. The authors compared their proposed 

method with three features selection metrics namely: 

mutual information, information gain and chi-square. The 

authors operated and applied the method using the SVM 

classifier on a dataset with more than five-thousand 

Arabic documents. The experimental results concluded 

that combining the improved method and SVM classifier 

outperform the performance of the other adopted methods. 
 

[15] mentioned that logistic regression (LR) can predict 

the output or target in several categories. LR can explain 

the relation between the response variable and predictor 

variables. In case of sentiment analysis; for example; 

prediction may by positive, or negative, or neutral. The 

authors' work focused on some elements such as data 

collection, dataset labeling, data preprocessing, modeling, 

and performance evaluation. The authors concluded that 

the performance of LR using count vectorizer feature 

extraction was better than the corresponding results using 

TF-IDF. The authors in [16] presented a comparative 

analysis of the K-nearest neighbor (KNN), random forest 

(RF), and LR. The adopted classifiers were tested using 

the BBC news dataset. From the comparative study, the 

classifiers presented different and promising results for 
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precision, recall, accuracy, F1-measure, and confusion 

matrix. 
 

The organization of the research work will be as follows: 

Section 2 presents an analysis of some approaches for 

classifying Arabic text. The classifiers are Support Vector 

Machine (SVM), Naïve Bayes (NB), Stochastic Gradient 

Descent (SGD), and logistic regression (LR). Some 

feature selection methods will be discussed in section 3. 

Section 4; on the other hand; presents the implementation 

work and experimental results. Moreover, a comparative 

study among the performance of the adopted Arabic text 

classifiers is done. Finally, the discussion of results and 

conclusion are presented in Section 5. 
 

II. ANALYSIS OF SOME APPROACHES FOR 

CLASSIFYING ARABIC TEXT 
 

There are several types of classifiers to classify and/or 

categorize the different documents. The opinion mining; 

specifically the sentiment analysis of comments on 

Facebook and Twitter can be categorized using different 

classifiers i.e the problem of sentiment polarity 

classification can be handled by different classifiers. In 

this research work four types of classifiers will be 

analyzed and operated for classifying the comments on the 

social media. The classifiers are: support vector machine, 

Naïve Bayes, stochastic gradient descent, and logistic 

regression. Such classifiers will be presented, discussed, 

and applied as shown in the following subsections. 
 

A. Classification Using Support Vector Machine 
 

The support vector machine (SVM) is one of the common 

and useful classifiers. SVM is a generalization of a simple 

and intuitive classifier called the maximal margin 

classifier. SVM requires the classes to be separable by a 

linear boundary. The goal of the SVM is to find the 

optimal separating hyperplane which maximizes the 

margin of the training data as shown in Fig 1. There are 

two classes of observations as shown in Fig 1. The 

maximal margin hyperplane is shown as a solid line. The 

margin is the distance from the solid line to either of the 

dashed lines. The points that lie on the dashed lines are the 

support vectors, and the distance from those points to the 

margin is indicated by arrows. The points indicate the 

decision rule made by a classifier based on this separating 

hyperplane [17]. It is assumed that a data matrix X is 

given. The data matrix dimensions are nxp where n is the 

number of training observations in the p-dimensional 

space. 

Fig. 1: The Maximal Margin Hyperplane [12], and [18] 

 
 

The observations fall into two classes that is: y1, ……yn 

{-1,1} where "-1" and "1" represent respectively the 

negative class and positive classes. A p-vector of observed 

features x* = (x1, x2, …xp)
T
. The goal is to develop a 

classifier based on the training data that will correctly 

classify the test observation using its feature 

measurements. Then, a separating hyperplane has the 

property that  
 

,    (2) 

 

And 
 

,   (3) 

Equivalently, a separating hyperplane has the property 

that 
 

           (4) 

If β0, β1, . . , βp are the coefficients of the maximal margin 

hyperplane, then the maximal margin classifier classifies 

the test observation x* based on the sign of f(x∗) = β0 + 

β1x∗1 + β2x∗2 + . . . + βpx∗p for all i=1, 2,…n. If(x*) is 

positive, then the test observation is assigned to class "1", 

and if f(x*) is negative, it is assigned to class "-1".  

Moreover, the task of constructing the maximal margin 

hyperplane is considered based on a set of n training 

observations x1, x2, ….xn   R
p
 where the associated class 

labels y1, y2, …yn  {-1,1}. Briefly, the maximal margin 

hyperplane is the solution to the optimization problem. 

For more details about SVM, the reader can refer to [71], 

and [18]. 
 

B. Classification Using Naïve Bayes 

Naïve Bayesian classifier assumes that the effect of an 

attribute value on a given class is independent of the 

values of the other attributes. This assumption is called 

class conditional independence. It is made to simplify the 

computations involved and, in this sense, is considered 

"Naïve". The naïve Bayesian classifier, or simple 

Bayesian classifier, works as follows [19]: 
 

1. Let D be a training set of tuples and their associated 

class labels. As usual, each tuple is represented by an n-

dimensional attribute vector, X = (x1, x2, x3, …, xn), 

depicting n measurements made on the tuple from n 

attributes, respectively, A1, A2, … , An. 

2. Suppose that there are m classes, C1, C2, …, Cm. Given 

a tuple, X, the classifier will predict that X belongs to the 

class having the highest posterior probability, conditioned 

on X. That is, the naïve Bayesian classifier predicts that 

tuple X belongs to the class Ci if and only if 
 

   (5) 
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Thus, it is required to maximize P(Ci|X). The class Ci for 

which P(Ci|X) is maximized and it is called the maximum 

posteriori hypothesis. By Bayes’ theorem 

 

 
 

3. As P(X) is constant for all classes, only P(Ci|X)P(Ci) 

needs to be maximized. If the class prior probabilities are 

not known, then it is commonly assumed that the classes 

are equally likely, that is, P(C1) = P(C2)=…=P(Cm), and 

therefore P(X|Ci) is maximized. P(X|Ci)P(Ci) is 

maximized such that the class prior probabilities may be 

estimated by P(Ci) = |Ci,D |/|D| where |Ci,D| is the number of 

training tuples of class Ci in D. 
 

4. Given data sets with many attributes, it would be 

extremely computationally expensive to compute P(X|Ci). 

To reduce computation in evaluating P(X|Ci), the Naive 

assumption of class-conditional independence is made. 

This presumes that the attributes’ values are conditionally 

independent of one another, given the class label of the 

tuple (i.e., that there are no dependence relationships 

among the attributes). Thus,  

 

 
 

It is easy to estimate the probabilities P(x1|Ci), P(x2|Ci), 

…, P(xn|Ci)  from the training tuples. For more details the 

reader can refer to [19], and [20]. 
 

C. Classification Using Stochastic Gradient Descent 
 

Optimization is important when dealing with a problem 

like building software products. Stochastic Gradient 

Descent (SGD) is a simple approach to discriminative 

learning of linear classifiers under convex loss functions. 

Gradient descent is a way to minimize an objective 

function J(θ) parameterized by a model’s parameter   

R
d
 by updating the parameters in the opposite direction of 

the gradient of the objective function J() w.r.t. the 

parameters. The learning rate η determines the size of the 

steps taken to reach a local minimum. In other words, the 

slope of the surface created by the objective function 

downhill is followed until a valley is reached. The SGD 

approach performs a parameter update for each training 

example x
(i)

 and label y
(i)

. 
 

     (8) 

Batch gradient descent performs redundant computations 

for large datasets, as it recomputes gradients for similar 

examples before each parameter update. SGD can make 

one update at a time. SGD can also perform frequent 

updates with a high variance that causes the objective 

function to fluctuate heavily as shown in Figure 2. 
 

The stochastic gradient descent (SGD) can be presented as 

follows: 

 Choose an initial vector of parameters θ and 

learning rate η. 

 Repeat until an approximate minimum is 

obtained: 

o Randomly shuffle examples in the 

training set. 

o For i=1, 2, ..., n do: 

 =  - . J(; x
(i)

; y
(i)

) 
 

For more details about SGD the reader can refer to [21]. 
 

Fig. 2: Fluctuations in the Objective Function as Gradient Steps w.r.t. 

Mini-Batches  [21], and [22] 
 

D. Classification Using Logistic Regression  
 

Logistic regression (LR) is one of the machine learning 

algorithms used for solving the classification problem and 

predicting the classes. LR can predict the probability of 

occurrence of an event utilizing a logistic function.  

[23] mentioned that LR is a special case of linear 

regression where the target variable is categorical. In LR, 

the dependent variable can follow the Bernoulli 

distribution and estimation can be done through the 

maximum likelihood. LR may be binary, multinomial or 

ordinal. In binary LR; the target variable has only two 

possible outcomes where in multinomial LR; it has three 

or more nominal categories such as predicting the type of 

an object. The target variable in ordinal LR has three or 

more ordinal categories such as product rating from one to 

five.  
 

LR is a supervised learning algorithm used in classifying 

the individuals in the categories based on logistic 

function. The mathematical version of LR can be briefly 

presented by beginning with a simple linear regression 

and applying the sigmoid function. The formula of the 

simple linear regression can be represented by:  
 

                  (9) 
 

The sigmoid function formula can be briefly represented 

by  

 
 

Where by substitution, the LR  formula can be written as  
 

 
 

Lagit(S) = 

 



 
 

45 
 

NB Classifier

70

72

74

76

78

80

82

84

86

88

90

92

0.2 0.3 0.4 0.5 0.6

Threshold Value

P
re

ci
si

o
n

%

Pr-Uni Pr-Bi Pr-Tri Pr-Uni-Bi

Where S is the probability of the presence of interest 

features, m1, m2, m3, ……. mk  ,m-1.,,m-2.,…,m-k.are the 

predictor values and b0, b1, b2, b3, ….bk are the intercept of 

the classifier. For more details about the LR algorithm, the 

reader can refer to [15-16] and [24]. 
 

III. ANALYSIS OF SOME FEATURE SELECTION 

METHODS 

Feature selection approaches are important in machine 

learning. Using n- gram language models for text 

classification may lead to high dimensional datasets. 

Machine learning algorithms need a different form of 

input to make it possible to compute satisfying results. 

The input for a machine learning algorithm is represented 

as a vector of weighted features. The feature is defined as 

a string within a document. Furthermore, the process of 

turning a corpus into numerical feature vectors is called 

vectorization. Each feature in a document is assigned a 

weight. There are several approaches for features 

extraction. The approaches such as: Term Frequency-

Inverse Document Frequency (TF-IDF) with n-grams, 

correlation, mutual information, and chi-squared are 

adopted in this work. 
 

A. Feature Selection Method Based on Term-Weighting 

and N-Grams 
 

TF-IDF is a weight often used in information retrieval and 

text mining. This weight is a statistical measure used to 

evaluate how important a word is to a document in the 

collection. The importance increases proportionally to the 

number of times a word appears in the document but is 

offset by the frequency of the word in the collection. 

Variations of the TF-IDF weighting scheme are often used 

by search engines as a central tool in scoring and ranking 

a document's relevance given a user query. The TF-IDF 

weight is composed of two terms: TF and IDF. The 

normalized Term Frequency (TF) is the number of times a 

word appears in a document divided by the total number 

of words in that document. The Inverse Document 

Frequency (IDF) is the logarithm of the number of 

documents in the collection divided by the number of 

documents where the specific term appears [25], and [26]. 
 

       (13)     

 where 
 

Wx,y: The weight of term x in document y, 

TFx,y: The frequency of term x in document y, 

N: The total number of documents, and 

DFx: The number of documents containing the term x. 
 

Regarding TF-IDF, it is important to consider the 

following: 

 TF-IDF is a simple model that is expected to 

present great results. 

 TF-IDF features creation is a fast process, which 

will lead to shorter waiting time. 

 The feature creation process is better to avoid 

issues like overfitting. 

For more details the reader can refer to [25-27]. 
 

However, important details about the original document 

such as phrases, word order, context and sentences are 

lost. Alternatively, adding multi-word expressions can be 

helpful identifying certain multi-word expressions, such 

as "United Kingdom" or "white house". N-grams are 

basically sequences of n consecutive words from a given 

text. For example, considering the following sentence: 

"My favorite treat is cheeseLake", would create the 

following n-grams: 
 

TABLE I: N-GRAMS FEATURE REPRESENTATION 

Uni-grams 

(n=1) 

My Favorite treat Is cheeseLake  

Bi-
grams(n=2) 

My favorite favorite  
treat 

Treat 
is 

is cheeseLake 

Tri-

grames(n=3) 

My favorite treat favorite treat is treat is 

cheeseLake 

 

When creating the features with this method, parameters 

can be chosen. 

 N-grams range: uni-grams, bi-grams, and tri-

grams are considered. 

 Maximum/Minimum Document Frequency: 

when building the vocabulary, the terms that 

have a document frequency strictly higher or 

lower than the given threshold are ignored. 

 Maximum features: the required features ordered 

by term frequency across the corpus are chosen. 
 

Moreover, the classifiers NB, SVM, SGD, and LR as well 

as the feature selection methods are operated and applied 

on the dataset mentioned in Section 4. By changing the 

threshold value (weight value), the number of selected 

features will be also changed. Also, the experimental 

results will be changed by charging the number of 

selected features. The values of measurable criteria used 

for evaluating the classification process will change 

depending on the adopted classifiers as well as the feature 

selection approaches. The reported measurable criteria; in 

this work; are precision, recall, F-measure, and learning 

time. Figures 3.a, 3.b, 3.c and 3.d show respectively the 

experimental results of precision, recall, F-measure, and 

learning time for applying the uni-gram, bi-gram, tri-

gram, and combination of both the uni-gram and bi-gram. 

Such figures are reported for the NB classifier. Similarly, 

the same experiments are also applied and operated on the 

SGD, LR, and SVM classifiers as shown respectively in 

Figures 4.a to 4.d, 5.a to 5.d, and 6.a to 6.d. 
Fig. 3.a: Precision for NB Classifier 
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Fig. 3.b: Recall for NB Classifier 
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Fig. 3.c: F-measure for NB Classifier     
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Fig. 3.d: Learning Time for NB Classifier 
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Fig. 4.a: Precision for SGD Classifier 
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                    Fig. 4.b: Recall for SGD Classifier 
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               Fig. 4.c: F-measure for SGD Classifier      
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               Fig. 4.d: Learning Time for SGD Classifier     

 

LR Classifier

78

78.5

79

79.5

80

80.5

81

81.5

0.2 0.3 0.4 0.5 0.6

Threshold Value

P
re

c
is

io
n

%

Pr-Uni Pr-Bi Pr-Tri Pr-Uni-Bi

 
                    Fig. 5.a Precision for LR Classifier                            
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                        Fig. 5.b: Recall for LR Classifier 
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               Fig. 5.c: F-measure for LR Classifier                                            
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                   Fig. 5.d: Learning Time for LR Classifier 
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                      Fig. 6.a: Precision for SVM Classifier 
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                       Fig. 6.b: Recall for SVM Classifier 
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                Fig. 6.c: F-measure for SVM Classifier    
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                Fig. 6.d: Learning Time for SVM Classifier                   

 

B. Feature Selection Method Based on Correlation 

between Individual Features and Target Classes 
 

Feature selection is important to reduce the dimensionality 

of the text feature space.  Using a feature selection 

method, the dimension of the space is reduced by 

selecting the most significant features. The correlation 

between individual features and target classes is 

considered as a statistical analysis approach over the 

feature space. This is necessary to select a discriminative 

subset of features and/or the most significant ones. This 

approach aims to find the relationship between every 

individual feature and the target variable. Correlation R(i) 

between any feature vector xi and the class vector y can be 

computed using the formula shown in equation 14. Each 

feature will have a test score and/or a correlation value. 
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The features with top score or high correlation values are 

selected. 

    (14) 

 

Where xi, and y are respectively a feature vector and a 

target or class vector while m is the number of instances 

[22]. The experimental results of precision, recall, F-

measure, and learning time for applying the correlation 

method are shown respectively in Figures 3.e, 3.f, 3.g, and 

3.h. Such figures are reported for the NB classifier. 

Similarly, the same experiments are also operated for the 

SGD, LR, and SVM classifiers as shown respectively in 

Figures 4.e to 4.h, 5.e to 5.h, and 6.e to 6.h. 
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                 Fig. 3.e: Precision for Feature Sel. Methods                                
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Fig. 3.f: Recall for Feature Sel. Methods 
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Fig. 3.g: F-measure for Feature Sel. Methods 
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Fig. 3.h: Learning Time for Feature Sel. Methods 
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Fig. 4.e: Precision for Feature Sel. Methods                         
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Fig. 4.f: Recall for Feature Sel. Methods 
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Fig. 4.g: F-measure for Feature Sel. Methods            
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Fig. 4.h: Learning Time for Feature Sel. Methods 
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Fig. 5.e: Precision for Feature Sel. Methods                               
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Fig. 5.f: Recall for Feature  Sel. Methods 
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Fig. 5.g: F-measure for Feature Sel. Methods     
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Fig. 5.h: Learning Time for Feature Sel. Methods 
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Fig. 6.e: Precision for Feature Sel. Methods                                
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Fig. 6.f: Recall for Feature Sel. Methods 
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Fig. 6.h: Learning Time for Feature Sel. Methods 

 

C. Feature Selection Method Based on Mutual 

Information 
 

Mutual information (MI) is used to measure the 

dependency between the variables. MI equals zero if and 

only if two random variables are independent, and higher 

values mean higher dependency. MI between two random 

variables is a non-negative value. MI is a measure of 

association between variables, capturing both linear and 

non-linear dependencies that have gained wide acceptance 

[29-30]. MI between two discrete random variables X and 

Y, denoted MI(X, Y) is defined by:  
 

 
 

where PXY(x,y) is the joint probability distribution, and 

PX(x) and PY(y) are the marginal represented by the 

following equations: 

 

 
 

The experimental results of precision, recall, F-measure, 

and learning time for applying the mutual information 

method are shown respectively in Figures 3.e, 3.f, 3.g, and 

3.h. Such figures are reported for the NB classifier. 

Similarly, the same experiments are also operated for the 

SGD, LR, and SVM classifiers as shown respectively in 

Figures 4.e to 4.h, 5.e to 5.h, and 6.e to 6.h. 
 

D. Feature Selection Method Based on Chi-squared 
 

Chi-squared (CHI) is a supervised, one-sided feature 

selection method that calculates the correlation of term t 

with class C [30-33] . CHI is calculated as: 

 
 

Where  

D:  Total number of documents, 

P: Number of documents of class ‘c’ containing the term 

‘t’, Q : Number of documents containing ‘t’ occurring 

without ‘c’, M:  Number of documents class ‘c’ occurring 

without ‘t, and N: Number of documents of other classes 

without ‘t’. 
 

The experimental results of precision, recall, F-measure, 

and learning time for applying the chi-squared method are 

shown respectively in Figures 3.e, 3.f, 3.g, and 3.h. Such 

figures are reported for the NB classifier. Similarly, the 

same experiments are also operated for the SGD, LR, and 

SVM classifiers as shown respectively in Figures 4.e to 

4.h, 5.e to 5.h, and 6.e to 6.h. 
 

IV. IMPLEMENTATION WORK 
 

In this section, a set of experiments are presented to apply 

the adopted classification algorithms and the chosen 

feature selection methods. To evaluate the effectiveness of 

the algorithms and feature selection methods, a dataset or 

a document collection is taken as a testbed. The dataset is 

partitioned into two parts: training and testing. The 

selection of training and testing sets is randomized while 

the number of instances of training set is always greater 

than double of that number dedicated for testing. A 

comparative study is done among the behavior of the 

adopted classifiers as well as the chosen feature selection 

methods. In this concern, the percentage values of 

precision, recall, F-measure, and learning time are shown 

respectively in Figures 7.a to 7.h. 
 

Moreover and before applying the classifiers on the 

dataset, a preprocessing operation is done to clean the 

dataset. Stemming and removing of stopwords, repeated 

words, and special characters are done to simplify the 

extraction of the features. The main characteristics of the 

chosen dataset and adopted measurable criteria are briefly 

mentioned in the following subsections. 
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Fig. 7.a: Precision for All Classifiers                                           
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Fig. 7.b: Recall for All Classifiers 
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Fig. 7.c: F-measure for All Classifiers                                 
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Fig. 7.d: Learning Time for All Classifiers 
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Fig. 7.e: Precision for All Classifiers                                             
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Fig. 7.f: Recall for All Classifiers 
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Fig. 7.g: F-measure for All Classifiers                                        
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Fig. 7.h: Learning Time for All Classifiers 

 

A. The Characteristics of the Chosen Dataset Collection 
 

A dataset is considered the input to the preprocessing 

operation. The dataset presents the users' reviews about 

restaurant customers. The dataset was collected from the 

Facebook [34]. The descriptive information and/or 

characteristics of the dataset are illustrated in Table 2. 
 

TABLE 1: DESCRIPTIVE INFORMATION OF THE CHOSEN 

DATASET [34] 

Dataset Name Reviews of Restaurant 

Customers 

Total Number of Reviews 8341 

Number of Positive Reviews 2413 

Number of Negative Reviews 5928 

Number of Vocabularies 27497 

Average Number of 
Tokens/Review 

19 

Number of Classes 2 
 

B. Evaluation Measurable Criteria 
 

Precision, recall, F-measure, and learning time(Sec.) are 

considered standard measures used in text mining. The 

criteria are briefly mentioned as shown in equations 13 to 

16 respectively [28] and [35-37]. 
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where TP, TN, FP, and FN represent the number of true 

positive, number of true negative, number of false 

positive, and number of false negative respectively. 

Classification accuracy is the proportion of true positive 

and true negative obtained by the algorithms over the total 

number of instances. Precision is the proportion of the true 

positive against the true positive and false positive. Recall 

is the proportion of the true positive against the true 

positive and false negative. Finally, the F-measure is a 

relationship between the precision and recall and can be 

computed using equation (21) [22]. 
 

V. DISCUSSION OF RESULTS AND CONCLUSION 
 

In this work, four classification approaches and four 

feature selection methods were adopted, analyzed, 

implemented, and evaluated. The classifiers and the 

feature selection methods were applied on a dataset 

containing reviews about restaurants collected from the 

Facebook. The dataset contains more than eight-thousands 

of instances or reviews. 

From the experimental results it is easy to say that 

precision%, recall %, F-measure%, and learning time 

(Sec.) were different for the four classifiers. Also, the 

values of the measurable criteria were different for the 

same classifier for the different adopted feature selection 

methods. In the experiments, threshold values of the 

feature weights were taken into consideration. Figures 3.a 

to 3.d show respectively the precision%, recall %, F-

measure%, and learning time (in seconds) for the behavior 

of the NB classifier using the uni-gram, bi-gram, tri-gram, 

and combined uni-gram with bi-gram. The values changed 

by changing the threshold value. The learning time (in 

Sec.) was also different for the different threshold values. 

This is due to the different values of the number of 

selected features. Figure 3.e to 3.h presented the 

precision%, recall%, F-measure%, and learning time (in 

Sec.) for applying the NB classifier on the adopted four 

feature selection methods. The experimental results were 

different for the different threshold values and also for the 

different feature selection methods. 

Similarly, Figures 4.a to 4.d, 5.a to 5.d, and 6.a to 6.d 

show respectively the precision%, recall%, F-measure%, 

and learning time for the SGD, LR, and SVM classifiers. 

Figures 4.e to 4.h, 5.e to 5.h, and 6.e to 6.h show also the 

performance of the same measurable criteria for applying 

the SGD, LR, and SVM classifiers on the four feature 

selection methods respectively. 

From the experimental results shown in the Figures 

mentioned above it was noticed that the precision%, 

recall%, and F-measure% were better for the uni-gram 

than those corresponding values of the bi-gram, and tri-

gram. The worst performance values were for using the 

tri-gram. Moreover, sometimes the combination of both 

uni-gram and bi-gram present good experimental results 

very close to those values obtained by the uni-gram. This 

occurred for the four classifiers as shown respectively in 

Figures 3.a to 3.c, 4.a to 4.c, 5.a to 5.c, and 6.a to 6c. The 

learning time (in Sec.); on the other hand; was the 

smallest when using the tri-gram while the highest values 

of learning time were for the unigram. This occurred for 

the whole experiments as shown in Figures (3.d, 3.h), 

(4.d, 4.h), (5.d, 5.h), and (6.d, 6.h) for the NB, SGD, LR, 

and SVM classifiers respectively. In all cases, the learning 

time (in Sec.) was different for the different threshold 

values for all classifiers using the same test-bed dataset. 

Moreover, a set of experiments were done using the 

adopted feature selection methods. It was noticed that the 

values of the measurable criteria were different for each 

feature selection method. By changing the threshold 

value, the number of selected features was also changed. 

It was also noticed in the majority of experiments that the 

values of the measurable criteria were not good for using 

the more number of features. The precision%, recall%, 

and F-measure% become better by decreasing the number 

of features till a certain value then the performance of the 

measurable values become to decrease. The best 

performance occurred for the number of features equals 

600 in our experiments. The experimental results for 

applying the adopted feature selection methods are shown 

respectively in Figures 3.e to 3.h, 4.e to 4.h, 5.e to 5.h, and 

6.e to 6.h for the NB, SGD, LR and SVM classifiers. 

Comparing the values of the obtained results for the 

feature selection methods, it was noticed that the best 

performance occurred for that method based on the 

correlation between the individual features and the target 

classes. The worst performance values were for the 

feature selection method based on mutual information. 

Generally speaking and from the set of operated 

experiments it is easy to say that the best performance is 

for the SVM classifier while the worst behavior is for the 

SGD classifier. The performance of the uni-gram; on the 

other hand; is better than those corresponding values of 

bi-gram, and tri-gram respectively. The performance of 

the feature selection method based on correlation is the 

best while that one based on the mutual information is the 

worst compared with the other adopted feature selection 

methods. The same concluding remarks are expected to 

take place for using other test-beds containing reviews or 

comments from the social media. 
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 الولخص العربً
 اخرثاريةح, ّالرٔ ذن ذطثيقِا علٔ عيٌح NB, SGD, LR, SVMيقدم ُذا العول ذحليلا لأرتعح أًْاع هي هصٌفاخ ذعلن الآلح الوْجح ُّٔ 

ثةل هظةرمدهٔ سيظةثْل للرعثيةز عةي لاراىِةن سةٔ خدهةح يشيد عي ثواًيةح لاف  ذعليقةا ّرأيةا هبرْتةح تالعزتيةح هةي   هي الثياًاخ ذحْٓ علٔ ها

طةز  همرلفةح فطةرملال الصةفاخ الوعثةزج عةي ذلة  الآرال ّالرعليقةاخ الوبرْتةح, لوةا لرلة   رتة لأالوطاعن. كوا ذثٌٔ العوةل أياةا ذحلةيلا 

ᵡجح افرذثةاط, هقيةاص هصٌفاخ الرعلن, ُّذٍ الطز  ذعرود علٔ: ّسى العٌاصز ّأُويرِا, درأدال الصفاخ هي ذأثيز كثيز علٔ 
2
, ّدرجةح  

أدال , ّسهةي الةرعلن, لرقيةين F ةد ذةن اطةرمدام تعةم الوعةاييز هرةل: درجةح الد ةح, درجةح افطةرزجاع, هقيةاص ّالرأثيز ّالرداخل الوعلْهاذٔ. 

ْ الأسال هي كاى ُ SVMهصٌف أدال هصٌفاخ الرعلن, ّكذا طز  اطرملال الصفاخ. ّهي خلال الرجارب العوليح ّالوقارًَ, ّجد أى 

ذثاط تيي صفاخ الآرال ًّْع الرصٌيف كاًد ُٔ الأسال رالوصٌفاخ الأخزٓ, كوا أى طزيقح اطرملال الصفاخ الوعرودج علٔ درجح اف

ّطزيقح اطرملال الصفاخ الوعرودج علةٔ درجةح افرذثةاط  ةد اطةرِلبا ّ رةا أكثةز سةٔ هز لةح  SVMهي الطز  الأخزٓ, كوا أى هصٌف 

ًّفةض طةز  اطةرملال الصةفاخ علةٔ الأطالية لأطالية الأخزٓ. ّهي الورْ   الرْصل لٌفض الرْصياخ عٌد ذطثيق ًفض الرعلن هقارًح تا

 لاخزٓ.اخرثاريح عيٌاخ 

 

 الأدالّلارال هظرمدهٔ سيظثْل, ذقيين  خالرصٌيف, طز  اطرملال الصفاخ, ذعليقا أطاليةذعلن الآلح الوْجح,  الكلواث الدالت:
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