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Abstract 

The present study deals with one of the most important methods of the robust 
mixture regression estimators,least trimmed sum of absolute deviations 
LTA method. It is known that mixture regression models are used to 
investigate the relationship between variables that come from unknown latent 
groups and to model heterogenous datasets. In general, the error terms are 
assumed to be normal in the mixture regression model. However, the 
estimators under normality assumption are sensitive to the outliers. Therefore, 
we introduce a robust mixture regression procedure based on the LTA-
estimation method to combat with the outliers in the data. In this paper, we 
handle LTA method by using three mixture regression models; Laplace, and 
normal distributions. We give a simulation study to illustrate the performance 
of the proposed estimators over the counterparts in terms of dealing with 
outliers.   

Keywords: EM algorithm, LTA-estimation method, Mixture regression 
model, Robust regression. 
 

1. Introduction 

Bassett (1991) and Tableman (1994 ) proposed the least trimmed sum 
of absolute(LTA) deviations through minimizing the sum of the smallest 
absolute residuals: 

 
where r shows the residuals which   

are the ordered absolute residuals is the number of 
observations after trimming, and α is the trimming proportion (Dogru and 
Arslan 2017). It is worth noting that we will use this criterion as a robust 
criterion. Hawkins and Olive (1999) proved that LTA is an attractive 
alternative toLeast Median of SquaresLMS and Least Trimmed Squares LTS, 



 

  51 

–  

 
particularly for large data sets. It has a statistical efficiency that is not much 
below that of LTS for outlier-free normal data and better than LTS for more 
peaked error distributions. They proved that its computational complexity is 
of a lower order than LMS and LTS. They used very simple calculations for 
finding exact evaluation of the LTA to outline a “feasible solution algorithm” 
for sample too large, which provide excellent approximations to the exact 
LTA solution.  Several authors have examined the LTA estimator in the 
location model (a model including an intercept, but no nontrivial predictors). 
For the location model, Bassett (1991) gives an algorithm, and Tableman 
(1994 ) derives the influence function and asymptotic. In the regression 
model, LTA is a special case of the R-estimators of H¨ossjer (1991, 1994). 
LTA (γ) have breakdown value at  [See H¨ossjer (1994)]. 
Croux, et al. (1996) showed that the maxbias curve of LTA is lower than that 
of LTS.  
 
 
* Al- Azhar Universit Faculty of Commerce - Girls' Branch Department of 
Statistics. 

This paper is organized as follows: Section (2) presents LTA method 
by using Laplace mixture regression model and EM algorithm for parameters 
estimation. Section (3) presents LTA method by using  mixture regression 
model and EM algorithm for parameters estimation. Section (4) shows the 
LTA method by using normal mixture regression model and EM algorithm for 
parameters estimation. Section (5) presents a simulation study with the 
comparisons which are made with some existing procedures in the literature. 
Conclusions are discussed in Section (6). 
 
2. LTA Method by using Laplace Distribution 
 
2.1 Definition 
         Let  is an  vector of dependent variables,  is an  matrix 
of predictors, and  is an  vector of errors. The relationship between  
and  is often investigated through a linear regression model. In the mixture 
linear regression procedure, we assume that with probability , 
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,  comes from one of the following  linear 

regression models: 

                                          (2) 

where , s’ are unknown -dimensional vectors of regression 
coefficients, s’ are unknown positive scalars. The random errors s’ are 
assumed to be independent of s’. It is commonly assumed that the density 

functions of s’ are members in a location-scale family with mean 0 and 
variance 1. Song et al. (2014) proposed a robust estimation procedure for the 
mixture linear regression models based on Laplacedistribution by usingleast 
absolute deviation(LAD) method. This research deals with the same equations 
as in Song et al. (2014), but at using trimmed version, the LTA technique, 
instead of the less robustly LAD, for achieving robustness. Therefore, we 
assume that  follows a Laplace or a double exponential distribution with 

location 0 and scale parameter , which makes the variance of  being 1, 

. Then it is easily seen that for a sample 
 from the model (2), the log-likelihood function 

of  
 can be written as: 

 

The maximum likelihood estimators of  can be obtained by 
maximizing  by taking the derivative of  with respect to , and 
set it equal to 0. Usually, no explicit solution can be obtained, and some 
numerical methods will be applied. Andrews and Mallows (1974) showed that 
a Laplace distribution in fact can be expressed as a mixture of normal 
distribution and another distribution related to exponential distribution. If we 
assume and be two random variables, has a distribution with density 
function: 

 (4) 
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and given , the conditional distribution of is normal with mean 0 and 

variance . Denote  the joint density function of and , that is; 

(5) 

Then the marginal distribution of will be a Laplace distribution with 
density function: 

 
Consider as a latent variable. If could be observed, then it is easy to see 
that the log-likelihood function of , based on the sample 

 is: 

 

2.2 EM Algorithm for the mixture regression based on the LTA 
estimation method. 

 
Assume that s’ follows a Laplace distribution with mean 0 and scale 

parameter  . 
For , are latent Bernoulli variables such that 

 

 
 

Then, if the full data set  are observable, 

then the log likelihood function of  

can be written as: 

                       (7) 

From Andrews and Mallows (1974), we know that a Laplace distributed 
random variable is a scale mixture of a normal random variable and another 
variable related to exponential distribution. Denote  , coupled with (  ; ), 

as the latent scale variable,  and it will be regarded as missing 
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observations because they cannot be observable. Then, the complete data log-
likelihood function of , based on , has the 

form 

 

(8) 

From Equation (8), we find that the third part of the right-hand side 
like a least square criterion which can be replaced by the robust criterion LTA 
Equation (1) and then we can apply EM steps (Dogru and Arslan 2017). As 
the last two terms in Equation (8) do not involve the unknown regression 
parameters, we can simply drop them from the analysis. Based on EM 
algorithm principle, in E-step, we have to calculate the conditional 
expectation , where 

,  , is the number of observations after 

trimming, and α is the trimming proportion and 
 

are initial values for . Thus, to find  we only have to 
calculate the following two terms: 

|S,  

One can show that 

,       (9) 

The calculation for follows the same thread as in Phillips (2002). In M-
step, the following expression will be maximized with respect to 

, 
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and the maximizer will be used for the next iteration 
We propose the following EM algorithm to maximize (3). 
 

 EM Algorithm: 
1. Choose initial values for  

2. E-Step: at the  iteration, calculate and  from 

Equation (9) with (0) replaced by . 
3. M-Step: at the  iteration, use the following formulas to 

calculate the maximizer of (10): 
 (11) 

 
  (12) 

 

    (13) 

 
4. Repeat steps (2), (3) until the convergence is obtained. 

We also assume that all  are equal, and the above EM algorithm, a common 
initial value for are used, but  can be updated in M-step by 
 

     (14) 

 
The robustness of the above EM procedure is resulted from the adoption of 
LTA regression; it is also obvious from the formulae of the updated s’ in 
each iteration.  
Note that the factor  is reversely related to the term  , 

meaning that larger residuals give smaller values of   , hence down 

weight the corresponding observations when calculating the estimates. 
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3. LTA Method by using  Distribution 
 
      In this section we assume that as Wei (2012), the error density  is a -
distribution with degrees of freedom  and scale parameter . Hence, given 

 , density function of  is: 

 
where 

  ,                                                          

(16) 
and  

 
Let's assume that  are known. The unknown parameter  can be estimated 
by maximizing the log likelihood 
 

 
 
Note that the complete log likelihood function for  is 
 

 
 
where ; ; . Based on 

the theory of EM algorithm, in E-step, given the current estimate  at 
iterative M-step, we calculate conditional expectation of the complete log 

likelihood , which is simplified to the calculation 
of [See Wei (2012)]. In addition, at M-step, we compute the 

parameters which maximize 

 
We note that there is no explicit solution for and  . 
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Because the -distribution can be considered as a scale mixture of normal 
distributions, we use the method of EM algorithm so that we can estimate 
unknown parameters and follow the following steps: 
Let  be the latent variable such that 

where gamma  has density 

 
 
Then, marginally  has a -distribution with degrees of freedom  and scale 
parameter . Therefore, Wei (2012) introduced another latent variable  to 
simplify the computation of M-step of EM algorithm. 
Note that the complete likelihood for  is 

 

 

 
}(21) 

 
where  is independent of . 
In order to use our proposed method, we can replace the last part of Equation 
(21) with LTA’s robust criterion. In addition, the above second term doesn't 
involve unknown parameters. Therefore, based on the theory of EM 
algorithm, in E step, given the current estimate  at step, the calculation 
of is simplifiedto the calculation 

of and of . Then in M-step, we find 

the maximizer of  
 



 

  58 

–  

 

 
 
which has explicit solution for , where  is defined before.  
 
     Wei (2012) proposed the following EM algorithm to maximize (17).  
The steps of EM algorithm as:  
 

 EM Algorithm: 
1- Input initial values: . 
2- E- step: at the  iteration  

 

 
and 
 

 
 

3- M- step: At the  iteration, the estimator of parameterscan be 
computed ( can be computing which maximize the 
expected complete log likelihood 
 

 
 

 
and 
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   (27) 

where . If we further assume that all are equal, and 
the above EM algorithm, a common initial value for are used, but  can be 
updated in M-step by 
 

  (28) 

4- Repeat E-step and M-step until the result can pass certain criterion. 

From (24) in E-step, the weights  decrease if the standardized 

residuals increase and thus decrease the effects of the outliers to generate the 
robust estimate for mixture regression parameters. In addition, from (27) in 
M-step, we can see that larger residuals also have smaller effects on  
due to the weights  . 

 
4. LTA Method by using Normal Distribution 

Let be a sample. If it is assumed that 
the error terms have the normal distribution with 0 mean and variance in 
the mixture regression model, the estimator of can be found by maximizing 
the following log-likelihood function: 
 

 
 
However, since the direct maximization of (29) cannot be usually possible, in 
general, the EM algorithm is used to find the ML estimate of . Let be the 

latent variables with 
 
 

                  (30) 
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where and . Here,  will be 

regarded as missing observations because they cannot be observable. Then, 
the complete data log-likelihood function for  given is obtained as  

 

(31) 
 
where and  
The estimator based on the normal distribution in the mixture regression 
model will not be robust against the outliers because of the second term of the 
complete data log-likelihood function given in (31). This term is basically the 
least-squares (LS) criterion and it is known that the LS method is sensitive to 
the outliers. To obtain robust estimators, this term should be robustified. 
Therefore, we will take the complete data log-likelihood function given in 
(29) and use the LTA criterion given in (1) in this equation (Dogru and Arslan 
2017).  This results the following adapted complete data log-likelihood 
function 
 

 

(32) 
where  and  are defined before. To run the EM algorithm, we will take the 
conditional expectation of the complete data log-likelihood function to get rid 
of the latency of  

(33) 
Note that the conditional expectation can be calculated using the 

classical theory of the mixture modeling. Then, the steps of the EM algorithm 
for the mixture regression based on the LTA estimation method will be as 
follows: 
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 EM Algorithm: 

1. Take initial estimate for the parameters, say  and fix a stopping rule . 
2. E-step: Compute the following conditional expectation when and the 

current parameter value are given 

 
 
3. M step: Compute the following estimates: 
 

 
 

 
and 

          (37) 

 
where is a consistency constant. For the normal errors, will be 

with  

[See Agulló et al., (2008)]for the case multivariate normal errors. 

Here,  shows the cumulative distribution function of the  distribution 

with 3 degrees of freedom and is the upper percent point of the  
distribution with 1 degree of freedom. 
 
4. Repeat E and M steps until the convergence criterion || || 

is satisfied. Moreover, the absolute difference of the actual log-likelihood 
or  can be used 

[See Dias and Wedel, (2004)] for the convergence. 
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5.  Simulation Study 

        In this section, we will evaluate the performance of the proposed robust 
mixture regression method based on LTA method for the three different 
distributions through a simulation study. The comparison will also be made 
among different estimation methods using the estimated mean squared errors 
( ) and bias of the parameter estimates for each estimation method.It is 
known that the estimate with the least sum of squares error and the least bias 
is the best. There have been great research efforts in dealing with the 
unbounded likelihood issue. See, for example, Hathaway (1985,1986), Chen 
et al. (2008), and Yao (2010). 
The estimatedmean squared errors ( ) is given by 

 
where  is the number of samples. 
In our simulation study, we compare our method with some existing 
estimation procedures by generating sample data  from the 

following two-component mixture regression models which are also used in 
Wei (2012): 

 

where  is a component indicator of  with . That is, the 
data are generated from a two-component mixture linear regression models 
with and 

 
The predictors the random 
error  and  are independent and have the same distribution as .  
The following error distributions will be considered: 

Case I:  
Case II:   Laplacewith mean 0 and variance 1 
Case III: є  t1, -distribution with degree of freedom 1 
Case IV: є  t3, -distribution with degree of freedom 3 



 

  63 

–  

 
Case V:  lognormal (0,1) 
Case VI: . 

Case VII: є N (0; 1) with 5% of high leverage outliers being  
and . 

In Case I, the error is exactly normally distributed and there are no 
outliers. It is often used to evaluate the efficiency of different estimation 
methods compared to the traditional MLE. For Case II, the estimation 
methods proposed by Song et al. 2014 which, as in the first Case, would serve 
a reference line to evaluate the performance of other estimation procedures. 
Both Case III and IV are heavy tailed distributions. In Case V we use 
lognormal distribution for random error as a skewed distribution to know 
whether the skewed distribution gave better results or not. In Case VI, the 5% 
data from  are likely to be low leverage outliers. In Case VII, 5% 
observations are replicated high leverage outliers, which will be used to check 
the robustness of estimation procedures against the outliers in the -direction.  
The following algorithm will be compared: 
 

  MLE based on normality assumption 
 Trimmed likelihood estimator (TLE) proposed by Neykov et al. 

(2007) 
  The robust EM mixture regression based on -distribution (Mixregt) 
 MLE based on Laplace distribution (MixregL) 
 The proposed robust EM mixture regression based on least trimmed 

sum of absolute deviations method (MixrigLTA) with using three 
cases of distribution for . In case I we assume that error has Laplace 
distribution, case II; error has  distribution. Finally, case III; error 
has normal distribution. 
 

From the simulation studies, we can see that if the true distribution of  is 
normal or have Laplace distribution the MSEs of MLE procedure are slightly 
bigger than our proposed method MixregLTAL and better than MixregLTAt 

and MixregLTAN when the sample size is 100.The larger the sample size, the 
better the results for all, but with the preference of the proposed method 
MixregLTAL. While for other cases when the distribution of  has a heavier 
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tail, contaminated by some outliers, or there are high leverage outliers in the 
data set or skewed, then MLE fails to provide reasonable estimates. It is clear 
that the performance of LTAL method is the best in all cases, with some slight 
differences in preference between it and TLE, Mixregt and MixregL methods 
in some cases. For LTAt we can say that it is in the fourth place after LTAL, 
MixregL and TLE. But LTAN is after them in preference. The overall 
performance of the Mixregt proposed by Wei (2012) is also satisfying when 
sample size gets bigger except for the Case VI when high leverage points 
present in the data set.  
Tables (5.1), (5.2) and (5.3) show the estimated ( ) and bias (Bias) of 
the parameter estimates for each estimation method for the sample sizes 

 respectively. The number of replicates is 200. Based 
on Tables (5.1), (5.2) and (5.3), we can see that MixrigLTALhas overall better 
or comparable performance than other six methods considered for Cases I to 
VII.  
 
 
Table 5.1: The estimated ) and bias (Bias) of the parameter estimates 
for each estimation methods MLE, 

for 
n = 100 
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Table 5.1: MSE and Bias of Point Estimates for n = 100 
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Table 5.2: The estimated ) and bias (Bias) of the parameter estimates 
for each estimation methods MLE, 

for 
n = 200 
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Table 5.3: The estimated ) and bias (Bias) of the parameter estimates 
for each estimation methods MLE, 

for 
n = 400 
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6.Conclusion 

 
In this paper, we propose a new robust estimation procedure for the 

mixture linear regression models by assuming the random error has a Laplace 
distribution or  distribution or normal distribution. The robustness is 
achieved essentially by LTA procedure, and implemented by the EM 
algorithm. The efficiency and effectiveness of the proposed EM algorithm 
depends upon the fact that the Laplace or  distribution is a scale mixture of a 
normal distribution and a distribution of a function of exponentially 
distributed random variable. The simulation study shows that the proposed 
method LTAL is superior to and comparable to existing robust estimation 
procedures in all simulation conditions, but LTAt and LTAN are less 
preferred, and some other methods are preferred over them, such as Mixrigt 
and MixrigL in some cases.Specifically, we have the following findings: 

1. The MLE works the best for Case I є N (0,1) and Case II:  є   
Laplace with mean 0 and variance 1, but fails to provide reasonable 
estimates for Case III, VI and VII. And in the rest of the cases its 
results are not bad. 

2. TLE has relatively better performance than Mixregt for Case IV, V 
and VII when n = 100, but have close performance to Mixregt in Case 
II and VI. But for Case I and III we find that Mixrigt is preferred.  
The results we obtained did not differ at the sample size of 200 except 
in the fourth Case; in this Case we find that Mixrigt is better than 
TLE. At n = 400, TLE has close performance to Mixregt, except for 
the last Case where Mixregt works better than TLE. 

3. MixregL has better performance than TLE and Mixregt in most Cases 
whether n = 100 or 200 or 400. Otherwise, their performance is 
comparable.  

4. MixrigLTAL have overall better performance than others. 
. 
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