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## Abstract :

The Multiple Input Compact Signature Analysis (MICSA) has been proposed to reduce the hardware of compaction technique by $50 \%$. The general formula for the corresponding Aliasing Error Probability (AEP) has been found to lie between 0 and 1 , depending on the CUT, and the construction of the MICSA. The hardware conditions for the SS-AEP to be equal to $2^{-k}$ is obtained, leading to the Improved Multiple Input Compact Signature Analyzer (IMICSA). The theoretical analysis and simulation results indicated that for the MICSA, if its $k^{\text {th }}$ stage is not connected to any of the CUT's inputs, then, The SS-AEP is equal to the reciprocal of $2^{k}$, where $k$ is the number of the stages of the signature analyzer, regardless of the construction of CUT, or the initial state of SA. This result indicates that for the IMICSA the more stages are there in MISR the better is the SS-AEP.
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## 1. Introduction :

In digital circuits, testing is achieved by applying a sequence of input stimuli, known as test vectors, generated by Test Pattern Generator (TPG ) and checking for possible faults in the circuit by producing observable faulty response at primary output called "Signature", generated by a Data Compressor (DC). This signature is then compared against a known one (REF), where a judgment can be made about the coirectness of the circuit [3], [4],[5], [9], [10],[12], [13], [14], [15], [17].

The signature algorithm should not lose information. Specifically it must not lose the evidence of a fault indicated by a wrong response from CUT. This is refers to Masking (Aliasing Error Probability AEP) effect which is the compression of an erroneous output sequence from a faulty circuit into the same signature as the fault free circuit[2], [7], [11], .

Multiple Input Shift Registers ( MISR) is a preferred technique used to realize efficient built-in self-test (BIST) of digital VLSI circuits, it is used extensively as a source for pseudo random binary test sequences and as a means to carry out response compression - known as signature analysis [8], .

This leads to the idea of multiple input compact signature analyzer (MICSA ) [18],[19], in which one unit, constructed from MISR, connected in a closed loop form with the CUT, is used as a random test pattern generator and signature analyzer at the same time, as shown in Fig. 1, to reduce the hardware of signature analysis compaction technique by $50 \%$.


Fig. 1 Multiple inputs compact signature analyzer block diagram (MICSA).
The following sections introduce a deep analytical study of the SS-AEP of MICSA and how it depends on each of the following factors :

1- The structure of the CUT.
2- The probability of faulty $\&$ non-faulty CUT.
3- The number of signature analyzer stages $k$.
4- The type of the polynomial used in realizing the MISR ( primitive or non-primitive ).
5- The particular way by which the MISR is implemented.
6- The location of points of connection of the MISR outputs with the CUT inputs.

## 2. SS-AEP For Multiple Input Compact Signature Analyzer :

To study the steady state performance of MICSA, we modeled the proposed system using Markov process [1], moreover the SS-AEP is calculated.

To calculate the SS-AEP for the MICSA using Markov process, several mathematical manipulations are used :
1- Modeling the MICSA circuit connected with CUT by generating the Markov State Diagram (MSD ).
2- Constructing the Transition Probability Matrix ( TPM ), then Multiplying it by itself n times, where n tends to infinity.
3- Deducing and solving the local balance equations of the system [1].
4- Plotting the solved local balance equations, to analyze their behavior.

The general construction of multiple input compact signature analyzer is shown in Fig. 2, where $G(x)$ represents a net of KORs used to implement of the MISR, and $f\left(X_{1}\right), f\left(X_{2}\right), \ldots \ldots, f\left(X_{k}\right)$ represent the outputs of the CUT.


Fig. 2 The general construction of multiple input compact signature analyzer .
As shown in Fig. 2, the MICSA, has two XORed loops (functions). The first loop; denoted as the main loop; comprises the shift register stages and the feedback lines as inputs to $G$ (X).

$$
\begin{equation*}
G(x)=\sum_{m=1}^{k} a_{m} x_{m} \tag{1}
\end{equation*}
$$

where $a_{1}, \ldots \ldots, a_{k}$ have the values zero or one, and the summation is modulo-2 adder. then :

$$
G\left(x_{m}\right)=g\left(x_{1}, x_{2}, \ldots \ldots, x_{k}\right)
$$

The second loop; denoted as the CUT-loop, contains the shift register stages and the CUT, having the function $f\left(x_{1}, x_{2}, \ldots \ldots, x_{n}\right)$.
The XORing of these two functions is $C(X)$, where :

$$
\begin{aligned}
& C(X)=g\left(x_{1}, x_{2}, \ldots \ldots, x_{m}\right) \oplus f\left(x_{1}, x_{2}, \ldots \ldots, x_{n}\right) \\
& \text { where } m=1, \ldots \ldots, k \quad \& n=1, \ldots . ., k
\end{aligned}
$$

Since we use MISR, where all states are reachable from each other, the system can be modeled by irreducible Markov chain [1]. If a Markov chain is irreducible, recurrent nonnull, and aperiodic (ie., it is ergodic), there exists a unique limiting distribution for the probability of being in a state $S_{1}$ denoted as $\pi_{s_{1}}$ independent of the initial state. These probabilities are called steady-state or equilibrium probabilities.
If the system can be represented by a doubly stochastic matrix, then the probability of existing at any state is equal to the reciprocal value for the number of these states. Therefore, the AEP is equal to the probability of existing at any state.

## Theorem :

For the CSA which is constructed from MISR, if its $\mathrm{k}^{\text {th }}$ stage is not connected to any of the CUT's inputs, then, The SS-AEP is equal to the reciprocal of $2^{k}$, where $k$ is the number of the stages of the signature analyzer, regardless of the construction of CUT, or the initial state of SA.

## Proof:

This proof is divided into two sections:

1) Proving that if the $k^{\text {th }}$ stage of MOSR is connected to any of the CUT's inputs, then the behavior of the CSA using MISR depends on the structure of CUT and it will lose its linearity. Otherwise, it will keep the MISR characteristic.
2) Proving the validity of the theorem.

1- The different cases of the XOR of the two functions generated from the main loop and the CUT-loop $\mathbf{C}(\mathbf{X})=\mathbf{g}\left(\mathbf{x}_{1}, x_{2}, \ldots \ldots, x_{m}\right) \oplus f\left(x_{1}, x_{2}, \ldots \ldots, x_{n}\right)$, can be discussed as follows :
A) When connecting the last stage to the CUT-loop, for a NPP CSA with MISR :


Fig. 3 Function diagram for MICSA with MUSR, NPP, and connecting the last stage to CUT-loop.

From Fig $3 \quad G(X)=g\left(X_{k}\right)=X_{k}$

$$
F(X)=f\left(X_{1}, X_{2}, \ldots, X_{k}\right)
$$

The XOR of these two functions is:

$$
\mathbf{C}(\mathbf{X})=\mathbf{f}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{k}\right) \oplus \mathbf{x}_{k}=\mathbf{c}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots \ldots, \mathbf{x}_{k-1}\right)
$$

The above result shows that $C(X)$ is independent of the last stage $X_{k}$. In other words, the MUSR is independent of the feedback from $X_{k}$, which means that the main loop for MISR is open and the system depends only on the CUT-loop. However, The CUT in general is nonlinear, therefore, the system will become nonlinear too, except for the special case when the CUT is linear.
B) When connecting the last stage to the CUT-loop, for a PP CSA with MUSR :


Fig. 4 Function diagram for MICSA with MISR, PP, and connecting the last stage to CUT.
From Fig. $4 \quad G(X)=g\left(x_{1}, x_{2}, \ldots, x_{m}\right)$

$$
F(X)=f\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

- For the case when $m \neq n$ and the $k^{\text {th }}$ stage is connected in both of the main loop and CUT-loop:

The XOR is reducing the outputs of the feedback shift register which agree with the CUT inputs Boolean function, and because that last stage is one of them (in this case), then its effect is reduced. That is to say, the
output of the XOR is independent of the feedback $X_{n}$, then some part of the circuit which include ( $\mathrm{x}_{1}, \mathrm{x}_{2}, \ldots \ldots, \mathrm{x}_{\mathrm{n}-1}$ ) is linear, and the other parts are open (or not connected) to the MISR, but connected to the CUT, which in general is nonlinear, therefore, the system will become nonlinear, except for the special case when the CUT is linear.

- For the case when $\mathrm{m}=\mathrm{n}=\mathrm{k}$ and the $\mathrm{k}^{\boldsymbol{4}}$ stage is connected in both the main loop and CUT-loop :

If the number of feedback lines for $\mathbf{G}(\mathbf{X})$ (including the last stage) is equal to the number of inputs for the CUT, then the XOR of these two functions is :

$$
\mathbf{C}(\mathbf{X})=\mathbf{f}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{k}\right) \oplus \mathbf{g}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{k}\right)=\mathbf{C}(\mathbf{0})
$$

the output is equal to zero and does not depend on either MISR or CUT.
C) When the last stage is not connected to the CUT-loop, for a NPP CSA with MISR :


Fig. 5 Function diagram for MICSA with MISR, NPP, and not connecting the last stage to CUT.
From Fig. $5 \quad G(X)=\mathbf{g}\left(\mathbf{x}_{k}\right)=\mathbf{x}_{\mathrm{k}}$ $F(X)=f\left(x_{1}, x_{2}, \ldots \ldots, x_{n}\right)$
then

$$
C(X)=f\left(x_{1}, x_{2}, \ldots, x_{n}\right) \oplus x_{k}=c\left(x_{1}, x_{2}, \ldots, x_{n}, x_{k}\right)
$$

Then the main loop is always closed, in other words, the MISR keeps its characteristics as a LFSR, so the system will be linear.
D) When the last stage is not connected to the CUT-loop, for a PP CSA with MaSR :


Fig. 6 Function diagram for MICSA with MISR, PP, and not connecting the last stage to CUT.
From Fig. $6 \quad G(X)=g\left(x_{1}, x_{2}, \ldots, x_{k}\right)$

$$
F(X)=f\left(x_{1}, X_{2}, \ldots \ldots, X_{n}\right) \text { where } k>n
$$

then $C(X)=f\left(x_{1}, x_{2}, \ldots, x_{n}\right) \oplus g\left(x_{1}, x_{2}, \ldots, x_{k-1}, x_{k}\right)=c\left(x_{1}, x_{2}, \ldots, x_{k-1}, x_{k}\right)$

- For the case when $\mathbf{k} \neq \mathbf{n}$ and the $\mathbf{k}^{\text {th }}$ stage is not connected in CUT-loop:

The XOR is reducing the outputs of the feedback shift register which agree with the CUT inputs Boolean function, and because the last k-stage is not one of them (in this case), then its effect is not reduced, then the XOR is a function of the outputs of the feedback shift register that does not agree with the CUT inputs Boolean function and the last stage $\mathbf{X}_{k}$.

- For the case if all the CUT inputs Boolean function agree with n-1 outputs of the feedback shift register, and the $k^{\text {th }}$ stage is not connected in CUT-loop:
then

$$
\begin{aligned}
& \text { not connected in CUT-loop: } \\
& \mathbf{C}(\mathbf{X})=\mathbf{f}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right) \oplus g\left(x_{1}, x_{2}, \ldots, x_{n}, x_{k}\right)=c\left(x_{k}\right)
\end{aligned}
$$

Then the main loop is always closed, but the PP-LFSR in this case will depend only on $X_{k}$ which makes it as NPP-LFSR.

2- The test process transition matrix ( TPM) P can be written as :

$$
\begin{equation*}
P_{i j}=\operatorname{prob}\left[S(n+1)=S_{j} \mid S(n)=S_{1}\right] \tag{4}
\end{equation*}
$$

with S denoting the MISR staic, and n the number of clock cycle.
To prove that the process is double stochastic, let's denote the MISR and CUT state transition matrix by A, the error probabilities in shifting the sequence non-faulty and faulty - which are assumed to be independent - by $X$, $Y, Z$, and $W$ respectively, and the MISR states with only two stages by $S_{p_{1}}$ and $s_{p_{2}}$ respectively, and with both set by $\mathrm{s}_{\mathrm{p}_{3}}$ we get :

$$
\left.\begin{array}{l}
\operatorname{prob}\left[s(n+1)=s_{j} \mid s(n)=s_{1}\right]=Y \quad \operatorname{prob}\left[s_{j}=s_{1} A \oplus s_{p_{1}}\right]  \tag{5}\\
\mathbf{Z} \quad \operatorname{prob}\left[s_{j}=s_{1} A \oplus s_{p_{2}}\right]+W \quad \operatorname{prob}\left[s_{j}=s_{1} A \oplus s_{p_{j}}\right]+X \quad \operatorname{prob}\left[s_{j}=s_{1} A\right]
\end{array}\right\}
$$

$X$ being the probability of fault free operation.
Now since the events
$\left[S(n)=S_{i},\left[i=0: 2^{k}-1\right]\right]$ are disjoint at any instant $(n)$ then,

$$
\begin{equation*}
\sum_{i=0}^{2^{k}-1} \operatorname{prob}\left[S_{j}=S_{i}\right]=\operatorname{prob}\left[S_{1} \in \bigcup_{i=0}^{2^{k}-1}\left[S_{i}\right]\right] \tag{6}
\end{equation*}
$$

$\left.\begin{array}{l}\text { Hence } \\ \sum_{i=0}^{2^{k}-1} \mathbf{P}_{i j}=Y \quad \operatorname{prob}\left[s_{j} \in \bigcup_{i=0}^{2^{k}-1}\left[s_{1} A \oplus s_{p_{1}}\right]\right] \quad+Z \quad \operatorname{prob}\left[s_{j} \in \bigcup_{i=0}^{2^{k}-1}\left[s_{1} A \oplus s_{p_{2}}\right]\right]+ \\ W \quad \operatorname{prob}\left[s_{j} \in \bigcup_{\mathrm{l}=0}^{2^{k}-1}\left[s_{1} \mathbf{A} \oplus s_{p_{3}}\right]\right]+X \quad \operatorname{prob}\left[s_{j} \in \bigcup_{i=0}^{2^{k}-1}\left[s_{1} A\right]\right.\end{array}\right\}$
But for MISR we know that :
$\bigcup_{i=0}^{2^{k}-1}\left[s_{1} \mathbf{A} \oplus s_{p_{1}}\right]=\bigcup_{i=0}^{2^{k}-1}\left[s_{1} \mathbf{A} \oplus s_{p_{2}}\right]=\bigcup_{i=0}^{2^{k}-1}\left[s_{1} \mathbf{A} \oplus s_{p_{3}}\right]=\bigcup_{i=0}^{2^{k}-1}\left[s_{i} \mathbf{A}\right]=\bigcup_{i=0}^{2^{k}-1}\left[s_{i}\right]$
Since each one of them covers the whole binary $k$ tuple space, so

$$
\operatorname{prob}\left[S_{j} \in{\underset{i=0}{2^{k}-1}\left[S_{i}\right]}\right]=1
$$

as $\mathrm{S}_{\mathrm{j}}$ belongs to the same k - tuple binary space spanned by the union. Moreover, by definition the probability space of any error bit can be expressed as :

$$
\begin{equation*}
\mathbf{X}+\mathbf{Y}+\mathbf{Z}+\mathbf{W}=\mathbf{1} \tag{10}
\end{equation*}
$$

since they cover the probability space of any error bit, then from ( 7 ), and (10):

$$
\sum_{i=0}^{2^{k}-1} P_{i j}=1
$$

Hence, the process is a double stochastic Markov process [1] (the TPM of a doubly stochastic Markov process has the property that each column and each row sum to one). Hence each state has an equal opportunity of appearing in the steady state, consequently;

$$
\pi_{\mathrm{ss}}=\frac{1}{2^{\mathrm{k}}}(1,1,1 \ldots \ldots, 1)
$$

Where $\pi_{\text {ss }}$ denotes the steady-state probability vector.
That is to say each state has an equal probability of occurrence at steady state regardless of the initial state. In particular

$$
\operatorname{prob}\left[S=S_{0}\right]_{s s}=2^{-k}
$$

where $S_{0}=(0,0, \ldots ., 0)$
The AEP of the system is, in general, given by the probability of returning to the zero state, when starting from zero state, given that the system was not stuck-at this zero state. Note that the formulas derived above are valid for the zero initial state, and did not presume that the system was stacking-at zero. Consequently,

$$
\begin{equation*}
\mathbf{A E P} \mathbf{S}_{s \mathrm{~s}}=\operatorname{prob}\left[\mathrm{S}=\mathrm{S}_{0}\right]_{\mathrm{ss}}=2^{-k} \tag{11}
\end{equation*}
$$

Equation (11) reveals that the SS-AEP is a function of ( $k$ ), and that the more stages in MISR the better the SSAEP. Moreover, SS-AEP is shown to be independent of the type of the polynomial used in realizing the MISR, primitive or not, and independent of the particular choice of the Galois field polynomial used ( within the same $k$ ). Furthermore, it is independent of the particular way by which MISR is implemented. It is also independent of the location of the input stage, independent of the initial state, and finally it is independent of the probabilities $\mathbf{X}, \mathbf{Y}, \mathbf{Z}$, and W. Moreover, this proof can be extended to cover MISR with $k$ inputs, and the value of SS-AEP rather than the previous proof for two input MISR.
Q.E.D.

## 3. Cases Studied for Multiple Input CSA ( MICSA) :

For discussing the SS-AEP of the MICSA, the following cases are considered :
1- Structures for MICSA with the k outputs of the signature analyzer equal to the m inputs of CUT.
2- Structure for MICSA with $\mathrm{k}>\mathrm{m}$, and with Connecting Last Stage (CLS ) of signature analyzer output ( the $k^{\text {th }}$ stage) to any of the inputs of CUT.

Then the structures for IMICSA ( $k>m$, and with Not Connecting Last Stage (NCLS ) of signature analyzer output ( the $\mathrm{k}^{\text {th }}$ stage ) to any of the inputs of CUT ) for both PP-MISR and NPP-MISR will be studied.

This part studies the cases in which the number of outputs from the CUT are two. The error probability in shifting the sequence non faulty and faulty for the first output 01 ) - which are assumed to be independent - is given by $\mathrm{p}, 1-\mathrm{p}$. The error probability in shifting the sequence non faulty and faulty for second output ( $\mathbf{O 2}$ ) which are assumed to be independent - is given by $q, 1-q$.

The following Table 1 includes the different cases for $\mathrm{O} 1, \mathrm{O} 2$ being faulty or non faulty.

| Output (O1) |  | Output (01) | Error probability |
| :---: | :---: | :---: | :---: |
| Non faulty | Non faulty | p.q | $\mathbf{X}$ |
| Faulty | Non faulty | $(1-p) \cdot q$ | $\mathbf{Y}$ |
| Non faulty | Faulty | $p \cdot(1-q)$ | $\mathbf{Z}$ |
| Faulty | Faulty | $(1-p) \cdot(1-q)$ | $\mathbf{W}$ |

Table 1 The different cases for 01, 02 being faulty or non faulty.

### 3.1 Structure of MICSA, $k=m=2$, Outputs $(\mathbf{O})=2, C U T(1)$ :

Fig. 7 is composed of 2-stages (k) PP-MUSR, the CUT(1) has two inputs and two outputs. The outputs of the 2 -stage MISR are connected to the 2 inputs of the CUT (1), while the outputs of the CUT(1) are fedback to the first and second stages of MISR through XOR circuits. Fig. 8 represents the MSD for Fig. 7, and its TPM is shown in Fig. 9.


Fig. 7 Structure for MICSA, ith $\mathrm{k}=\mathrm{m}=\mathbf{2}$, $0=2, \operatorname{CUT}(1)$.


Fig. 8 MSD for MICSA, with $\mathbf{k}=\mathbf{m}=\mathbf{2}$, $\mathrm{O}=2, \operatorname{CUT}(1)$.

$\mathbf{M 1 =}$|  | $s_{0}$ | $s_{1}$ | $s_{2}$ | $s_{3}$ |
| ---: | :---: | :---: | :---: | :---: |
| $s_{0}$ | $Z$ | $\mathbf{W}$ | $\mathbf{X}$ | $\mathbf{Y}$ |
| $s_{1}$ | $\mathbf{Y}$ | $\mathbf{X}$ | $\mathbf{W}$ | $\mathbf{Z}$ |
| $s_{2}$ | $\mathbf{Y}$ | $\mathbf{X}$ | $\mathbf{W}$ | $\mathbf{Z}$ |
| $s_{3}$ | $\mathbf{W}$ | $\mathbf{Z}$ | $\mathbf{Y}$ | $\mathbf{X}$ |

Fig. 9 TPM for MICSA, with $\mathrm{k}=\mathrm{m}=2, \mathrm{O}=2$, CUT(1).
From Fig. 9 the local balance equations are calculated as :

$$
\begin{align*}
& (1-\mathbf{Z}) s_{0}=Y s_{1}+\mathbf{Y} s_{2}+W s_{3} \\
& (1-X) s_{1}=W s_{0}+X s_{2}+\mathbf{Z} s_{3}  \tag{12}\\
& (1-W) s_{2}=X s_{0}+W s_{1}+Y s_{3} \\
& s_{0}+s_{1}+s_{2}+s_{3}=1
\end{align*}
$$

The equations (12) are solved using [16]; giving :

$$
\begin{align*}
& s_{0}=\frac{\left(-Y Z-Y^{2}-W+X W+W^{2}\right)}{\left(-1+X-X Z-Z W-Y+Z^{2}+Y W+X Y-Y^{2}\right)} \\
& s_{1}=\frac{-\left(X Y-2 X Y Z+Z-Z^{2}-Z W+Z^{2} W+W Y^{2}+W^{2}-W^{3}+W X^{2}\right)}{\left(-1+X-X Z-Z W-Y+Z^{2}+Y W+X Y-Y^{2}\right)} \\
& s_{2}=\frac{\left(-Y+Y Z+X Y-2 X Y Z-Z W+Z^{2} W+W Y^{2}-W^{3}-W X+W X^{2}\right)}{\left(-1+X-X Z-Z W-Y+Z^{2}+Y W+X Y-Y^{2}\right)}  \tag{13}\\
& s_{3}=\frac{(-1+Z+W-Z W+X-X Z+Y W+X Y)}{\left(-1+X-X Z-Z W-Y+Z^{2}+Y W+X Y-Y^{2}\right)}
\end{align*}
$$



Substituting the values of $X, Y, Z$ ，and $W$ in equation（13）by the corresponding values of $p, q$ as described in Table（ 1 ），and simplifying the results，we get ：

$$
\begin{align*}
& s_{0}=\frac{(1-p)(-q-p+2 p q)}{\left(-1+2 p q-p-4 p^{2} q-2 q^{2}+4 q^{2} p+2 p^{2}\right)}  \tag{14}\\
& s_{1}=\frac{\left(-q+4 p^{2} q^{2}+4 p q-p-4 p^{2} q+q^{2}+-4 q^{2} p+p^{2}\right)}{\left(-1+2 p q-p-4 p^{2} q-2 q^{2}+4 q^{2} p+2 p^{2}\right)}  \tag{15}\\
& s_{2}=\frac{(1-p)\left(-1+2 q-4 p q+p-2 q^{2}+4 q^{2} p\right)}{\left(-1+2 p q-p-4 p^{2} q-2 q^{2}+4 q^{2} p+2 p^{2}\right)}  \tag{16}\\
& s_{3}=\frac{\left(-p+p q+p^{2}-2 p^{2} q+2 q^{2} p-q^{2}\right)}{\left(-1+2 p q-p-4 p^{2} q-2 q^{2}+4 q^{2} p+2 p^{2}\right)} \tag{17}
\end{align*}
$$

Equations（14－17）are plotted in Figures（ $10-13$ ），each figure is followed by a matrix giving the values of the state probability against the error probability $p$ and $q$ ．

These figures show that the state probability is depending on the error probability of the CUT（1），the threshold value（ $1 / 4$ ）which is the SS－AEP of MISR in the open loop is greater or less than the probability of the corresponding CSA with MUSR in closed loop system，but they are equal for the equally likely error model when
$p=q=0.5$ ，which is the same as the one given by［6］．

s
（a）

| 泾然 | 篤綩 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 0.098 | 0.185 | 0.254 | 0.303 | 0.333 | 0.349 | 0.354 | 0.351 |
| 淬焱 | 0.083 | 0.15 | 10.21 | 0.26 | 0.297 | 0.321 | 0.335 | 0.339 | 0.337 |
| 悐縈 | 0.143 | 0.188 | 0.229 | 0.263 | 0.289 | 0.308 | 0.318 | 0.322 | 0.321 |
| 翏翏 | 0.187 | 0.216 | 0.241 | 0.262 | 0.28 | 0.292 | 0.299 | 0.302 | 0.301 |
| 漓 | 0.222 | 0.236 | 0.248 | 0.258 | 0.267 | 0.273 | 0.277 | 0.278 | 0.278 |
| $S=$ 沕 | 0.25 | 0.25 | 0.25 | 0.25 | 0.25 | 0.25 | 0.75 | 0.25 | 0.25 |
| 䇣 | 0．273， | 0.258 | 0.246 | 0.236 | 0.228 | 0.222 | 0.218 | 0.216 | 0.216 |
| 璃 | 0.292 | 0.258 | 0.233 | 0.213 | 0.199 | 0.188 | 0.18 | 0.175 | 0.174 |
|  | 0.308 | 0.245 | 0.205 | 0.177 | 0.157 | 0.143 | 0.133 | 0.126 | 0.123 |
| 纹》 | 0.321 | 0.201 | 0.147 | 0.116 | 0.097 | 0.083 | 0.074 | 0.067 | 0.064 |
| 3 | 0 | 10 | 10 | 0 | 10 | 0 | 10 | 0 | 0 |

（b）

Fig． 10 Dependence of the state probability $S_{0}$ of MUCSA，$k=m=2$ ， and $0=2$ ，upon the error probabilities of the CUT（1）．
（a）Graphic representation．
（b）Matrix representation．

（a）
－

|  |  | 納 |  |  |  |  | 8．3848 |  |  | 㩿 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 0 | 0.088 | 0.148 | 10.178 | 10.182 | 10.167 | 10.14 | 10.106 | 10.07 |
|  | 湤 | 0.083 | 10.137 | 0.173 | 0.191 | 10.192 | 0.179 | 0.156 | 0.128 | 0.097 |
|  | ＊ | 0.143 | 0.174 | 0.194 | 0.204 | 0.203 | 0.192 | 0.175 | 0.153 | 0.128 |
|  | \％ | 0.187 | 0.203 | 10.213 | 0.218 | 10.216 | 0.208 | 10.197 | 10.181 | 0.164 |
|  | \％ | 0.272 | 10.228 | 10.232 | 10.233 | 10.231 | 0.227 | 10.221 | 0.213 | 0.204 |
| S | 家㫚 | 0.25 | 0.55 | 0.75 | 0.25 | 0.25 | 0.25 | 10.35 | 0.25 | 0.25 |
|  | 6\％ | 0.273 | 0.271 | 0.27 | 0.271 | 10.274 | 0.278 | 0.284 | 0.292 | 0.302 |
|  | 汶 | 0．292 | 0.292 | 0.294 | 0.299 | 0.304 | 0.312 | 0.323 | 0.338 | 0.359 |
|  | ， | 0.308 | 0.319 | 0.328 | 10.337 | 0.346 | 0.357 | 10.371 | 0.39 | 0.418 |
|  | 9 | 0.321 | 0.362 | 0.382 | 10.395 | ！ 0.406 | 0.417 | 10.429 | 0.445 | 0．472 |
|  | 选 | 0 | 0.5 | 0.5 | 10.5 | 10.5 | 10.5 | 0.5 | 0.5 | 0.5 |

（b）
Fig． 11 Dependence of the state probability $s_{1}$ of MICSA，$k=m=2$ ， and $\mathrm{O}=2$ ，upon the error probabilities of the CUT（1）．
（a）Graphic representation．
（b）Matrix representation．

（a）

（b）

Fig． 12 Dependence of the state probability $s_{2}$ of MICSA，$k=m=2$ ，
and $\mathrm{O}=2$ ，upon the error probabilities of the CUT（1）．
（a）Graphic representation．
（b）Matrix representation．

（a）

|  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |
| 牧 | 0.083 | 0.083 | 0.095 | 0.117 | 0.146 | 0.179 | 0.212 | 0.243 | 0.272 |
| 浽 | 0.143 | 0.139 | 0.143 | 0.154 | 0.171 | 0.192 | 0.216 | 0.24 | 0.254 |
| 絃 | 0.187 | 0.183 | 0.183 | 0.187 | 0.196 | 0.208 | 0.223 | 0．24 | 0.257 |
| 慈 | 0.272 | 0.219 | 0.218 | 0.219 | 0.222 | 0.227 | 0.234 | 0.242 | 0.252 |
| ＝離 | 0.25 | 0.25 | 0.25 | 0.25 | 0.25 | 0.25 | 0.25 | 0.25 | 0.25 |
| 复 | 0.273 | 0.278 | 0.281 | 0.282 | 0.281 | 0.278 | 0.273 | 0.265 | 0.255 |
| 後 | 0.292 | 0.305 | 0.313 | 0.316 | 0.316 | 0.312 | 0.305 | 0.292 | 0.77 |
| 弥 | 0.308 | 0.334 | 0.349 | 0.357 | 0.36 | 0.357 | 0.349 | 0.334 | 0.308 |
| 慈 | 0.321 | 0.377 | 0.401 | 0.412 | 0.417 | 0.417 | Qax2 | 0.401 | 0.377 |
| 维 | 0 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 10． 6 |

（b）

Fig． 13 Dependence of the state probability $s_{3}$ of $M C S A, k=m=2$ ， and $O=2$ ，upon the error probabilities of the CUT（1）．
（a）Graphic representation．
（b）Matrix representation．

## 3．2 Structure of MIICSA，$k=2, m=1$ ，Outputs $(0)=2, \operatorname{CUT}(2)$ ：

Fig． 14 is composed of 2 －stages（k），NPP－MaSR，the CUT（ 2 ）has one input and two ourputs．The last ourputs of the 2 －stage MOSR are connecting to the inpur of the CUT（2），while the outputs of the CUT（2）are fedback to the first and second stages of MISR through XOR circuits．Fig． 15 represents the MSD for Fig．14，and its MPM is shown in Fig． 16.


Fig． 14 Structure for MICSA，with $k=2$ ， $\mathrm{m}=1,0=2, \operatorname{CUT}(2)$ ．


Fig． 15 MSD for MCSA，with $k=2$ ， $\mathrm{m}=1,0=2, \operatorname{CUT}(2)$.

$$
M 2=\begin{array}{ccccc} 
& s_{0} & s_{1} & s_{2} & s_{3} \\
s_{0} & Y & Z & W & X \\
s_{1} & W & X & Y & Z \\
s_{2} & W & Z & Y & X \\
s_{3} & Y & X & W & Z
\end{array}
$$

Fig. 16 TPM for MICSA, with $\mathrm{k}=2, \mathrm{~m}=1, \mathrm{O}=2$, CUT(2).
From Fig. 16 the local balance equations are calculated as :

$$
\begin{align*}
& (1-Y) s_{0}=W s_{1}+W s_{2}+Y s_{3} \\
& (1-X) s_{1}=Z s_{0}+Z s_{2}+X s_{3}  \tag{18}\\
& (1-Y) s_{2}=W s_{0}+Y s_{1}+W s_{3} \\
& s_{0}+s_{1}+s_{2}+s_{3}=1
\end{align*}
$$

The equations (18) are solved using [16]; giving :

$$
\left.\begin{array}{l}
s_{0}=\frac{-\left(Z W^{2}+X W+W^{2}-X W^{2}+Y-X Y-Y^{2}+X Y^{2}-Y^{2)}\right.}{(-1+Y-W)} \\
s_{1}=Y Z-X Y+X+Z W-X W \\
s_{2}=\frac{\left(-W+X W-X Y+X Y^{2}+Z W^{2}-Y^{2} Z-X W^{2}\right)}{(-1+Y-W)}  \tag{19}\\
s_{3}=-Y-Y Z+X Y+1-X-W-Z W+X W
\end{array}\right\}
$$

Substituting the values of $X, Y, Z$, and $W$ in equation (19) by the corresponding values of $p, q$ as described in Table (1), and simplifying the results, we get :

$$
\begin{align*}
& s_{0}=\frac{(-1+p)\left(-1-2 p q^{2}-4 p^{2} q+4 p^{2} q^{2}+p q+q+p^{2}\right)}{(2-2 q+2 p q-p)}  \tag{20}\\
& s_{1}=-p q+p-p^{2}+2 p^{2} q  \tag{21}\\
& s_{2}=\frac{-(-1+p)\left(1-2 p q^{2}-p-4 p^{2} q+4 p^{2} q^{2}+3 p q-q+p^{2}\right)}{(2-2 q+2 p q-p)}  \tag{22}\\
& s_{3}=p q+p^{2}-2 p^{2} q \tag{23}
\end{align*}
$$

Equations ( $20-23$ ) are plotted in Figures ( $17-20$ ) each figure is followed by a matrix giving the values of the state probability against the error probability $p$ and $q$.

These figures show that the state probability is depending on the error probability of the CUT(2), the threshold value ( $1 / 4$ ) which is the SS-AEP of MISR in the open loop is greater or less than the probability of the corresponding CSA with MISR in closed loop system, but they are equal for the equally likely error model when
$p=q=0.5$, which is the same as the one given by [6].


S

(b)
(a)

Fig. 17 Dependence of the state probability $s_{0}$ of MICSA, with NPP, $k=2, m=1$, and $0=2$ upon the error probabilities of the CUT(2).
(a) Graphic representation.
(b) Matrix representation.


S
（a）

（b）

Fig． 18 Dependence of the state probability $s_{1}$ of MICSA，$k=2, \mathrm{~m}=1$ ， and $\mathbf{O}=2$ upon the error probabilities of the CUT（2）．
（a）Graphic representation．
（b）Matrix representation．

（a）

|  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ， | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 |
| 㬔 | 0.431 | 0.437 | 0.442 | 0.446 | 0.449 | 0.45 | 0.448 | 0.441 | 0.422 |
|  | 0.373 | 0.381 | 0.388 | 0.394 | 0.398 | 0.4 | 0.398 | 0.389 | 0.367 |
|  | 0.325 | 0.333 | 0.339 | 0.345 | 0.349 | 0.35 | 0.348 | 0.341 | 0.324 |
| 绞 | 0.285 | 0.29 | 0.294 | 0.297 | 0.299 | 0.3 | 0.299 | 0.295 | 0.287 |
| $=$ | 0.25 | 0.25 | 0.25 | 0.25 | 0.25 | 0.25 | 0.25 | 0.25 | 0.25 |
| 8 | 0.217 | 0.212 | 0.207 | 0.203 | 0.201 | 0.2 | 0.201 | 0.205 | 0.211 |
|  | 0.182 | 0.172 | 0.163 | 0.156 | 0.152 | 0.15 | 0.152 | 0.158 | 0.168 |
| 智 | 0.14 | 0.126 | 0.115 | 0.107 | 0.102 | 0.1 | 0.102 | 0.108 | 0.12 |
| \％ | 0.083 | 0.071 | 0.062 | 0.056 | 0.051 | 0.05 | 0.051 | 0.056 | 0.064 |
| 这 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

（b）

Fig． 19 Dependence of the state probability $s_{2}$ of MICSA，$k=2, m=1$ ， and $O=2$ upon the error probabilities of the CUT（2）．
（a）Graphic representation．
（b）Matrix representation．

s

（b）

Fig． 20 Dependence of the state probability $s_{3}$ of MICSA，
$\mathrm{k}=2, \mathrm{~m}=1$ ，and $\mathrm{O}=2$ upon the error probabilities of the CUT（2）．
（a）Graphic representation．
（b）Matrix representation．

## 4. The Improved Multiple Inputs Compact Signature Analysis (IMICSA ) :

In the following sections different cases studies of the Improved Multiple Inputs Compact Signature Analysis ( IMICSA ), in which the $\mathrm{k}^{\text {th }}$ stage of the MISR (PP and NPP) is not connected to any of the CUT's inputs are introduce. This group of cases is used to validate the derived theorem.

### 4.1 Structure of IMICSA, PP, $k=4, m=3, C U T(3):$

Fig. 21 is composed of 4-stages PP-LFSR, three outputs - not any of them is the last stage output-are connected to the CUT(3) inputs, and the outputs of the CUT(3) is fedback to the inputs of the of MOSR through XOR circuits. Fig. 22 represents the MSD for Fig, 21, and its TPM is shown in Fig. 23.


Fig. 21 IMICSA, PP, $k=4, m=3,0=2$, CUT( 3 ).


Fig. 22 MSD for IMICSA, PP, $k=4, \mathrm{~m}=3,0=2$, CUT (3).

|  | $s_{0}$ | $s_{1}$ | $s_{2}$ | $s_{3}$ | $s_{4}$ | $s_{5}$ | $s_{6}$ | $s_{7}$ | $s_{3}$ | $s_{9}$ | $s_{10}$ | $s_{11}$ | $s_{12}$ | $s_{13}$ | $s_{14}$ | $s_{15}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s_{0}$ | $X$ | $Y$ | $Z$ | $W$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $s_{1}$ | $Z$ | $W$ | $X$ | $Y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $s_{2}$ | 0 | 0 | 0 | 0 | $Y$ | $X$ | $W$ | $Z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $s_{3}$ | 0 | 0 | 0 | 0 | $W$ | $Z$ | $Y$ | $X$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $s_{4}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $X$ | $Y$ | $Z$ | $W$ | 0 | 0 | 0 | 0 |
| $s_{5}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $Z$ | $W$ | $X$ | $Y$ | 0 | 0 | 0 | 0 |
| $s_{6}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $W$ | $Z$ | $Y$ | $X$ |
| $s_{7}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $Y$ | $X$ | $W$ | $Z$ |
| $s_{8}$ | $Y$ | $X$ | $W$ | $Z$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $s_{9}$ | $W$ | $Z$ | $Y$ | $X$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $s_{10}$ | 0 | 0 | 0 | 0 | $X$ | $Y$ | $Z$ | $W$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $s_{11}$ | 0 | 0 | 0 | 0 | $Z$ | $W$ | $X$ | $Y$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $s_{12}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $Y$ | $X$ | $W$ | $Z$ | 0 | 0 | 0 | 0 |
| $s_{13}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $W$ | $Z$ | $Y$ | $X$ | 0 | 0 | 0 | 0 |
| $s_{14}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $Z$ | $W$ | $X$ | $Y$ |
| $s_{15}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $X$ | $Y$ | $Z$ | $W$ |

Fig. 23 TPM for IMICSA with $k>m(k=4, m=3), 0=2$, CUT (3).
Matrix M3 is a double stochastic matrix, which means that :

$$
S_{0}=S_{1}=S_{2}=\ldots \ldots \ldots \ldots \ldots=S_{15}=\frac{1}{16}
$$

This shows that the threshold for $1 / 16$ which is the SS-AEP of the open loop is equal to the probability of existing of all statesof CSA with MISR when last stage is not connected to any of the CUT's inputs.
4.2 Structure of IMICSA, NPP, $k=4, m=3, \operatorname{CUT}(4):$

Fig. 24 is composed of 4 -stages NPP-MISR, three outputs - not any of them is the last stage output - are connected to the CUT(4) inputs, and the outputs of the CUT (4) is fedback to the inputs of the of MISR through XOR circuits. Fig. 25 represents the MSD for Fig. 24, and its TPM is shown in Fig. 26.


Fig. 24 IMICSA, NPP, $k=4, m=2,0=2,0=2$, CUT(4).


Fig. 25 MSD for IMICSA, NPP, $k=4, m=3,0=2$, CUT(4).


Fig. 26 TPM for IMICSA with $k>m(k=4, m=3), 0=2$, CUT (4).
Matrix M4 is a double stochastic matrix, which means that :

$$
\mathrm{S}_{0}=\mathrm{S}_{1}=\mathrm{S}_{2}=\ldots \ldots \ldots \ldots \ldots=\mathrm{S}_{15}=\frac{1}{16}
$$

This shows that the threshold for $1 / 16$ which is the SS-AEP of the open loop is equal to the probability of existing of all states of CSA with MISR when last stage is not connected to any of the CUT's inputs.

## 5. Conclusions :

1- The SS-AEP of MICSA for $k=m$, and for $k>m$ with the $k^{\text {th }}$ stage connected to one of the CUT inputs is not necessarily the conventional $2^{-k}$ limit ( $k$ being the number of stages of the signature analyzer). Instead, it is shown that any value from 0 to 1 is attainable as a final value of SS-AEP, depending on : the structure of the CUT, as a digital circuit test system impractical.

2- The hardware condition for SS-AEP of MICSA, to be equal $/ 2^{k}$ is deduced. This has led to what we called the Improved Multiple Input Compact Signature Analysis (IMICSA). The results are mathematically proved and formulated to the theorem which dictates that : "For the CSA which is constructed from MISR, if
its $\mathrm{k}^{\text {th }}$ stage is not connected to any of the CUT's inputs, then, The SS-AEP is equal to the reciprocal of $2^{\mathrm{k}}$, where $k$ is the number of the stages of the signature analyzer, regardless of the construction of CUT, or the initial state of signature analyzer. "
For the IMICSA it is found that :
A) The steady state $A E P$ is a function of $k$, and the more stages you use in MISR the better is the steady state AEP, ( SS-AEP equal $2^{-k}$ ).
B) SS-AEP is shown to be independent of :

- The type of the polynomial used in realizing the MISR (primitive or non primitive).
- The particular way by which the MISR is implemented.
- The location of points for connecting the CUT with MICSA circuit.
- The structure of the CUT and The initial state of the MISR.
C) In addition, the IMICSA still leads to a reduction of hardware by $50 \%$.


## 3-These results introduce

the Improved Multiple Input Compact Signature Analysis (IMICSA ) system, which is a new discipline in digital system testing, it provides functional testing of digital systems, where all of the interactions of timing, loading, temperature, and noise come to play. The use of feedback in CSA closed loop system makes the system response insensitive to external disturbances. It overcomes the problem of synchronization between test pattern generator and test response compression technique. The MUSR have an advantage over the single input signature analyzer that it can test several test points or several units simultaneously.
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