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ABSTRACT
Tn modern data commnication networks , self adaptive equalizers are LRGP
casingly required . This is due to the fact that this type of equalizers
avoids’ retransmission of a learming data sequence each time a recetver
enters the network. The problem of self adaptive equalization has not yet
recetved sufjiczent study in the literature where cases of moderate data
transmission chanmels are considered. In this paper we present a self adap-
tive equaliaer capable on equalization of arbitrarily severe distortions in
the amplitude-frequency response of the channel . The idea of equalizer
relies on the fact that in practical applications, the data signal has a
flat spectrum. This enables the identification of the amp 1itude-frequency
response of the channel on the basis of measuring the power spectrum of the
received signal . The FFT technique 18 used to perform that measurement and
the corresponding equalization.(omputer stmulations of the proposed equalizer

have shown its ability to deal with drastically distorted channels.

(*) Military Technical College , Cairo, Egypt.
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I- INTRODUCTION

Conventional adaptive equalizers are adapted by starting the
transmission with a short training seguence of data known ir
advance by the receiver. The egualizer then uses the differ-
ence between its cutput and the known data to adjust the tap
weights . This arrangement 1is suitable for point-to-point data
communications . However in modern multipoint data communicat-
ion networks where many receivers may be connected to the same
transmitter .it is not desirable to interrupt data transmission
and send a training sequence every time a receiver enters the
network ( e.g. it was not powered on during initial network
synchronization,or after a local break ) . This fact initiates
the need for self adaptive egualizers ( SAE's ) that do not
need a training sequence for the start up period but can ra
perform at any time the equalization directly on the data s
The subject of self adaptive equalization has not yet rec i
a sufficient study in literature. Indeed we are aware of on
five papers.{1~5 ] in that domain.
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In this paper we propose an SAE capable cf equalization of arbit-
rarily severe distorticns in the amplitude-frequency resporice of

the channel. Equalize n of amplitude-freguency response 15
sufficient for correc: data recovery in a wide class of practical

channels. The-idea of the proposed SAE relies on the fact that

in practical applications,the data signal has a flat spectrum.
This enables the identification of the amplitude-frequency res-
ponse of the channel on the basis of measuring the powsr specLrum
of the received signal . The Fast Fourier Transform ( FFT y tech=
nigque is used to perform that measurement and the coerresponding
equalization .
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The paper is organized as followes . In section IL the idea ¢
the proposed SAE is presented . The implimentation of the 1d
is given in section I1I. Section IV is devoted to the analys
of the adaptation algorithm of the SAE. In section V the pex
ormance of the proposed SAE is studied with the help of compu-
ter simulations . In section VI conclusions of the paper are
presented .

h
n

II- BASIC IDEA OF THE PROPOSED SAE.

To explain the idea of the proposed SAE,consider the discrete o

baseband equivalent of the data transmission system depicted in ~
figure 1. In that figure a, is the data transmitted at tne Lo
baud interval,and Sk is the estimate of a .
Let Sa(f)’sx(f)’ and Sy(f) be the power spectral density fghctlons
(p.s.a.f.) asscciated with the data sequence {a&r}, sarmpled
output of channel x 3 and equalizer output yk} _ In the
presentation of the idéa we assume that{a, } ., x?‘ ,and {yk}

are stationary random processes , and that the channel is noiseless.

L _J
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The latter assumption is nearly fulfilled in telephone data tra-
nsmission channels where the intersymbol interference (ISI) 1is

the main annoying fenomenon and the noise is a secondary one
that may be neglected.

a Baseband equiv- & Equalizer Y Decision ak
k 5 alent channel K k L
7 . L&
H (f) eitrcutlt
Hc( F J eq

Fig.l. Discrete baseband equivalent of a
data transmission system.

In practical applications the data sequence is usually a sequ-
ence of uncorrelated zero-meam discrete random variables. Thus,
the autocorrelation function of the data is

a2 n=0
Ra(n) _ ) . a2=E [akZ bis
o} n#0
where Ra(n)= E(ak ak+n). Hence Sa(f),which is the Discrete
Fourier Transform ( DFT ) of Ra(n) is given by
2 1 1
= - — Pt 1
Sa(f) a . £ € [ 5% ¢ 3T ] (1)
One has
5 .
B 2 2 (2)
s (£)=s_(£) [H_ (D] =a a0

Thus
IHC(f) | = VSX(fya (3)

The equation (3) signifies that the amplitude-frequency respo-
nse IHC(f)| of the channel can be completely jdentified on the

basis of Sx(f) which is available . The amplitude-frequency res-
ponse lHeq(f)l of the ideal equalizer is the reciprocal of
IHc(fﬂ . Hence

lHeq(f)I = y\,sx(f) (4)
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of (8) may be replaced by é/ﬁ"?. +€) / N , where €is an
arbitrary small positive number .

The sampled frequency response of the equalizer is multiplied
by the DFT of {xk}to yield the DFT of {yk}. Time samples yy are
then restored by an inverse FFT processor.

IV - ANALYSIS OF THE ADAPTATION ALGORITHM
The algorithm (7) can be written in the form

W@ - - w4l (%)

The equation (9) is equivalent to figure 3 , in which {W?}iﬁé
the response of the discrete filter ‘

H(z) = M /(1= (1=K)2 YY) (10)

to the sequence lx?lzy 1= 1,2,....

n| 2 7
X1

Fig.3. The equivalent discrete filter of (9)

In order that the algorithm (9) may be stable , the poles of
the filter (10) should lie inside the unit cirele in the Z=-plane,
i.e.|1-M |should be less than unity . Hence M should satisfy

9<A <z (11)

The amplitude~ frequency of the filter (10) is

ERCa] M/ 14 (1=K ) 2 (1= K) cos u (12)
This response is plotted in figure 4,at different values ofM .

L —



a.

FIRST A.S.A.T. CONFERENCE

14-16 May 1985 ¢ CAIRO

5

o

1/87 1/47 3/8T

Fig .4. Amplitude- frequency response of
the filter (10)

Now , it is desired that the algorithm (7) converges to the

mean of ixilz . Hence the filter of figure 3 , should pass only
the D.C component of the sequence IX?IZ .From this point of view,
M should be chosen close to zero due to figure 4 . On the other
hand it is desired that the algorithm (7) has a small convergence
time . This means that transient response of the filter (10)
should be rapid . The speed of the transient response is related
to the -3 db frequency wiy,

Wq= —%-— cos_l[ l-(Mz.AZ-—Z/&))]; 0 </‘( <O.8 (13)

Equation (13) is plotted in figure 5. On the basis of that figure,

a large value of Wy and hence a small convergence time , implies

the use of relatively large values of M . Notice that as w,

n| 2

xl\ other
-

increases the filter passes frequency components of

£
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than the desired D.C one , and thus W? will fluctuate around the
mean oflx?lz. The power of these fluctuations increases as Wj
increases . Hence , as M increases the convergence accuracy of

the algorithm (7) deteriorates. Thus the choice of M is a compr-=
omize between the convergence speed and the convergence accuracy.
One may ensure both rapid and accurate convergence through the use
of a large value of M at the start of adaptation, and a small one
after the elapse of few tens of baud intervals . Simulation results
in the next section verifies this idea.

w,T ﬂ‘

C.CC T

0.04 T

0 o N = M
0.06 0.1 0.156

Fig.5.Dependence of w; On

V- COMPUTER SIMULATIONS
V- 1 Modeling

The data sequence {ak} is modeled by a set of independent discrete
random variables, each assumes one of the four values {-3,—1,1,
3} equally likely.

The additive noise nkis modeled by a stationary sequence of inde-
pendent, zero- mean Gaussian randon variables with variancecrz.
The signal to noise ratio (SNR) is defined by

SNR = 10 log E( |:3Lk|2)/¢:1"2

The channel is modeled by the finite impulse response filter

(=2
X = hja, 4+ Dy
where =-2
E52= 0.1 , h,= 0.2 , h0= 0.9 ,hl=0.2 ,h2=0.1 N
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This model has a peak distortion ,% = 67% where % is defined

by [6]
v lhil/lhOI'
ifo
The channel corresponding to this model is free from phase dist-

ortion. Other channel models are considered in [7] .
V-2. Simulation results
Performance dependence oni and N

The channel is assumed noiseless ; effect of noise is considered
at the end of this section . Both transient and steady state
performance are studied. The first is specified by‘E while the la-
ttexr is specifiedbjg;jlis defined as the first time after which

the section error rate P; does not exceed 6% ; Pl is defined by
) . th
Pl= Number of errors in the data recovered during the L==

section/ N.
The steady state error rate E is defined as

E = Number of errors on a long window ( 15NT ) after

convergence / 15NT

The dependence of Tc on M and N is shown in figure 6, while the

steady state error rate performance is shown in figure? .

From these figures , it is clear that as M increases, T decres

c
ases , while E increases and vice versa . thus the choice of M
is a compromize between E and T, performance. As mentioned in
section IV , it is possible to ensure both rapid and accurate

convergence through the use of more than one value for M . ToO

verify this idea, we have simulated the case where

0.2 for lélO

0.025 for 1310
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and the obtained performance is
-3
T, = 512 T and E = 2x 10

The proposed SAE working with a fixed M = 0.025 ensures the

same value of E but after a ten times longer convergence time.

. T. '
6&&.&4— c ‘ A E

bsoeT P

0,03

fuLLT— 509

0.0l
. M "
0.05 01 0115 02 . :
Fig.6. Dependence of T, Fig.7. Dependence of E
on M. and N on M and N

The figures 6 and7 show also that as N increases . Tc increases,
while E decreases. Thus the choice of N is a compromize between
the convergence speed and technical simplicity on one side and
the error rate performance on the other one.To underline the ben-
efit of the proposed SAE we mention that such SAE with N=64 and
0.0254#4 0.15 reduces the error rate from 0.17 ( that_gorresp-
londs to the case of no equalization ) to the value 2x 10 .
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( i.e. 100 times smaller).

Effect of channel noise

Two values for SNR are considered ; 20 and 25 db. The results
of the proposed SAE with N = 64 and M = 0,1 are

TC= 1728T , E= 0.01 when SNR = 20 db.
P 1664T , E= 0,004 when SNR = 25 db.
From these results , the following conclusions afe drawn:

1 - The proposed SAE works in the presence of noise; e.g. when
SNR is 20 db, the proposed SAE with N=64 and M. =0.1 reduces
the error rate from 0.18 ( without equalization) to 0.01.

2 - Both TC and E incr2ase as the channel noise increases , and
vice versa.

VI - CONCLUSIONS

1 - The proposed SAE can equalize severe distortions in the
amplitude-frequency response of the channel .

2 - As M. increases , TC decreases while E increases. Thus the
choice of M is a compromize between E and Tc°

3 - As N increases , Tc increases while E decreases. Thus the
choice of N is a compromize between T, and technical simp-
licity on one side and E on the other one.

4 - Fast convergence and small steady state error rate can be
attained by using more than one value for M .

5 - The proposed SAE works in the presence of noise. Both Tcand

E increase as the channel noise increase and vice versa.

6 - The proposed SAE can work in the presence of mild distortions

in the phase-frequency response of channel [ 7 ].
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