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Abstract: Photovoltaics are extensively used as a premium device for generating electric-

ity from solar planet's power. Under uniform radiation, the photovoltaics' output char-

acteristics have a non-linear frame with a unique maximum power point. This point 

changes its position when a sudden change in solar radiation occurs. Otherwise, when the 

PV string is subjected to partial shading conditions, several power peaks have appeared 

with only one Global maximum power. The classical maximum power point tracking 

strategies always fails to deal with these dynamic difficulties, especially, under unex-

pected climatic changes. Many soft computing methods are previously constructed to 

deal with these problems, but the main hurdles remain how to manage this tracking with 

the fastest time, the smallest power oscillations, and the greatest efficiency. In this paper, a 

modified Particle Swarm Optimization algorithm was proposed that capable of excluding 

or promoting certain parts of the solution search area until reach and track the max power 

point. The suggested method has been simulated and practically tested and the results 

indicate that the suggested method outperforms the typical Particle Swarm Optimization 

algorithm with regards to the speed of Global maximum power point tracking with the 

lowest oscillation and highest efficiency. 

Keywords: Maximum Power Point Tracking (MPPT); Photovoltaic (PV); Partial Shading 

(PS); Particle Swarm Optimization (PSO); Global Maximum Power Point (GMPP). 

 

1. Introduction 

Lately, electric power generation using photovoltaic (PV) technology has received great consideration to meet 

the extreme power requirement. Furthermore, it is considered a favored technology because it works without 

any pollution, is free maintenance, and environmentally friendly. The PV cells can transform the solar radiation 

into a certain amount of direct current (DC) electricity. This amount of electricity can be increased by inter-

connected collection of PV cells to form a module. Several modules can be connected in series or parallel or both 

to form a PV array. by that the larger the area of PV cells connection, the more DC electricity can be produced 

[1]. 

The PV cell's output properties are non-linear and simply affected by the variation in the solar radiation and the 

enclosing temperature. This output property can be portrayed by the PV output power against the PV output 

voltage that is named the P-V curve of the PV cells. This curve has only one power peak in the case of Uniform 

Solar Radiation (USR) as shown in Figure 1 (a) [2].  
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On the other hand, it has several power peaks in the case of Partial Shading Conditions (PSC) one of them is the 

Global Maximum Power Point (GMPP) as shown in Figure 1 (b) [3]. These several power peaks formed ac-

cording to connecting the bypass diodes in parallel with the PV cells to avoid hotspot problems. In this case, the 

excess current over the short circuit current value of the shaded PV cell can be passing through the bypass di-

ode and leads to form numerous power peaks in the P-V curve [4]. 

So, Max Power Point Tracking (MPPT) controller is considered as a required part for the PV system to assure 

that the system is operated at the maximum available output power of the PV string. All the controllers are 

depending on estimating a number of duty cycles samples that are fed one by one to the interface converter's 

switch to change the total impedance seen by the PV string. This estimation depends on the controller's strate-

gy, and it stopped when the PV system operating point reaches the GMPP. The overall PV system can be dis-

played in Figure 2. [5].  

  

(a) (b) 

Figure 1. The PV string's power-against-voltage curve and current- against-voltage curve (a) under USR (b) under PSC. 

Various traditional MPPT controllers have been developed and successfully deal with tracking the unique 

maximum power peak formed during the USR conditions. These controllers are differing in their implementa-

tion cost, the number of required sensors, and their algorithm complexity. But still, their main objective is how 

to achieve fast and accurate tracking with minimum power oscillations. These controllers such as Fractional 

Short Circuit Current (FSC), Fractional Open-Circuit voltage (FOC), Incremental Conductance method (IC), and 

Perturb & Observe method (P&O) [6].  

 

Figure 2. The whole PV system with two PV strings subjected to different radiation conditions.            . 

In the case of PSC, the traditional MPPT controllers fail to differentiate between the Global Max Power Point 

(GMPP) and the Local Maximum Power Points (LMPP). That leads to let the controller track the first power 

peak it will reach. This problem is dissolved by utilizing Artificial Intelligence (AI), and meta-heuristic con-
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trollers [7]. The MPPT controllers that are based on AI algorithms operate effectively than the traditional ones, 

but it needed extra sensors to sense the radiation and temperature variation, also it requires significant memory 

to store a great amount of data and requires previous knowledge about the PV system. For example, the Artifi-

cial Neural Network (ANN) controller, and the Fuzzy Logic Control (FLC) [8]. 

The meta-heuristic controllers are beating both Artificial Intelligence and traditional controllers. It did not need 

any earlier information about the PV system parameters, the duty cycles (the controller particles) convergence 

did not want a complicated controller to adjust the step size and the new searching direction for the newly 

generated particles, and no big storage memory is wanted [9]. But it needs tuning parameters according to the 

strategy of the controller. This tuning usually depends upon the trial-and-error process. Also, it may repeat the 

exploration of the area that explored in one of the controller's earlier iterations which increases the tracking 

time. These controllers including, Simulated Annealing (SA), Ant Colony Optimization (ACO) controller, and 

Cuckoo Search Algorithm (CSA) [10, 11]. 

Additionally, hybrid techniques such as, an Overall Distribution (OD) controller to fast exploration the region 

near GMPP is advanced, which is further joined with Particle Swarm Optimization controller (PSO) to improve 

the MPPT accuracy [12]. A natural cubic-Spline-guided Jaya (S-Jaya) controller is presented in [13], it is utilized 

in the iterative update process of the Jaya controller to provide fitting varieties of renewing solutions. Also, the 

Gray Wolf Optimization (GWO) controller has been joined with the P&O controller in [14]. That joining process 

leads to enhance the optimization capability, but it increases the complexity of the controller implementation. 

In extension to the earlier controllers, the Particle Swarm Optimization (PSO) controller was ranked as a me-

ta-heuristic algorithm. This controller is relying on the communicative behavior of bird swarms and fish 

schools. It predicates on the exploration in a random way and the use of earlier results to improve the next ex-

ploration process in the search space. Notwithstanding, the PSO controller's efficiency required improvement, 

and its convergence manner creates high transient oscillation [15]. 

The principal contribution of this paper is to modify the performance of the PSO controller base MPPT in terms 

of its capacity to explore as well as exploit the search area. It aims to decrease the search area limits after each 

iteration. The proposed improved PSO (IPSO) controller generates new particles samples to explore the area 

inside these renewed limits. Consequently, it compensates for the time wasted due to the random steps and 

reduces the power oscillation in the transient state. 

2. Materials and Methods 

2.1. The mathematical modeling and performance of the solar PV module 

The PV cell's constructed material is a p-n junction manufactured in a thin wafer of semiconductors. It can be 

modeled by using an equivalent circuit to help control its performance and characteristics in the labor experi-

mental [16].   

2.1.1. The PV string under USR 

There are three PV modules are joined together in a series connection to form string-1 as shown in Figure 2. 

These PV modules are received the same solar radiation at the same time and act as a forward-biased semi-

conductor device that leads to passing the same current value through the PV string. On the other hand, the 

bypass diodes act as a reverse-biased semiconductor device without passing any current through it [17].  

The one diode model is widely used as a PV module equivalent circuit. This circuit consisted of a photocurrent 

source, diode, a shunt resistor, and a series resistor as shown in Figure 3 (a). The characteristics equation of the 

PV module output current can be given as [18]: 

𝐼𝑃𝑣 = 𝐼𝑃ℎ −  𝐼𝐷 −  𝐼𝑠ℎ   (1) 

Then, 

𝐼𝑃𝑣 = [[𝐼𝑠𝑐 + 𝐾𝑖(𝑇 − 𝑇𝑟)] ×
𝜆

1000
] −  [𝐼𝑠 × (𝑒

𝑞(
𝑉

𝑁𝑠
+

𝐼𝑅𝑠
𝑁𝑝

)

𝐴𝐾𝑇
 − 1)   ] −  [𝑁𝑝 ×

(
𝑉
𝑁𝑠

+
𝐼𝑅𝑠
𝑁𝑝

)

𝑅𝑠ℎ
]      (2) 
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The diode saturation current can be calculated by: 

𝐼𝑠 = 𝐼𝑟𝑠 × (
𝑇

𝑇𝑟
)

3

× 𝑒
𝑞𝐸𝑔(

1
𝑇𝑟

−
1
𝑇)

𝐴𝐾
 
 (3) 

The cell reverse saturation current can be calculated by: 

𝐼𝑟𝑠 =
𝐼𝑠𝑐

[𝑒
𝑞𝑉𝑜𝑐

𝐴𝑁𝑠𝐾𝑇𝑟
 
− 1]

 
(4) 

Where the equation's symbols can be defined as listed in Table.1. 

Table 1. The characteristics equation's parameters of the PV module output current [18]. 

The symbol The definition 

 Isc the PV short circuit current at reference radiation and temperature 

Ki the short circuit current temp coefficient 

T the absolute temperature of the PV cell 

Tr the reference temperature (298 Kelvin) 

λ the solar radiation in ( W m2)⁄  

Is the diode saturation current 

q the electron charge =  (1.602 × 10−19  J V)⁄  

Ns the number of series PV cells in the module 

Np the number of parallel PV cells in the module 

A the diode ideality factor 

K the Boltzmann constant =  (1.381 × 10−23  J K)⁄  

Irs the cell reverse saturation current 

Eg the bandgap energy = (1.1 eV) 

Voc the open-circuit voltage of the PV cell 

Rsh the internal shunt resistance of the PV cell 

Rs the internal series resistance of the PV cell 

2.1.2. The PV string under PSC 

There are three PV modules are joined together in a series connection to form string-2 as shown in Figure 2. 

These PV modules are partially shaded and received different solar radiation at the same time. The short circuit 

current of the shaded PV modules breaks to zero and these modules act as a reverse-biased semiconductor de-

vice. A negative voltage drop can be formed across the shaded PV modules due to the non-shaded PV module's 

current which leads to forming a hotspot at the shaded location. This hotspot reduced the module efficiency 

and shortened its lifetime. The opposite polarity bypass diode can be preventing the shaded PV modules from 

the hotspot when it is connected in parallel with it. It works as a forward-biased semiconductor device which 

leads to passing the excess current of the non-shaded PV module through it. This operation leads to change the 

P-V curve characteristics in terms of formed multiple power peaks. These partially shaded modules can be ex-

pressed by the equivalent circuit in Figure 3 (b) [19]. 
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(a) (b) 

Figure 3. The PV module's equivalent circuit (a) under USR (b) under PSC 

2.2. The PSO Idea and its Implementation for PV String's MPPT Controller 

2.2.1. The Main Idea of the PSO algorithm 

Eberhart and Kennedy introduced a Global optimization algorithm called the PSO algorithm in 1995 [20]. 

Lately, this algorithm has been successfully employed to solve several engineering applications problems. The 

bird's swarm's behavior in terms of exploring for food and picking the most fitting place to live are the primary 

concepts that were employed for establishing that algorithm.  

To explain, in the PSO algorithm, the individuals that live in the bird's swarm are named particles. At the start 

of the exploration process, each particle is spread in various places with various speeds without disrupting the 

interaction between them. That interaction allows them to modernize the swarm global best position system-

atically. On the other hand, each particle has its individual best position. In that way, each particle is excited to a 

fresh position after modernizing its velocity and direction. This modernizing process is affected by three man-

ners called the swarm Global best position, the personal best position, and the trend to random exploration. The 

exploration process is continuing by beneficial the earlier experiences for both the individual and the swarm till 

all particles arrive at the optimum position (optimum solution) [21]. 

2.2.2. The PSO algorithm as a Candidate for MPPT controller in the PV systems 

The PSO algorithm is employed in order to use its strategy to generate the duty cycles samples (dci
t) (particles). 

The symbol (dci
t) upper and lower subscripts indicate the iterations number (t) and the duty cycle number 

(i) respectively. These duty cycles samples can be estimated by feeding one by one to the PV system's converter 

and in each case, the outputs are measured. The algorithm parameters are adjusted to match the PV system 

characteristics. This adjustment process included the swarm-acceleration coefficient (α) that set to a value be-

tween 2 and 2.5, the inertia weight (θ) which set to 0.5, and the self-acceleration coefficient (β) that set to a 

value between 1.5 and 2 [22].  

The PSO algorithm based MPPT designer chooses the population size of (n) random duty cycle samples among 

the standard duty cycles values between 0 and1. These samples were used to trigger the PV system converter's 

switch. For each sample, the PV output voltage and current are measured, and by multiplying these values the 

output power can be calculated and stored. After each iteration, each particle updates its velocity vi
t+1 and po-

sition dci
t+1 by using equations 5, and 6, respectively. The new power values are calculated and compared with 

the previous values to identify the particle's personal best value  dci_best and the Global best duty cycle sam-

ple  dcGbest for the next iterations. 

vi
t+1 =  θvi

t +  αϵ1(dcGbest − dci
t ) + βϵ2(dci_best − dci

t ) (5) 

dci
t+1  =  dci

t +  vi
t+1 (6) 

The algorithm stopped its iterations when all duty cycles samples reach the GMPP. 
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2.3. The Proposed Improved PSO (IPSO) Controller Performance 

Consequently, an authoritative study was achieved for various P-V curves which involved diverse locations for 

GMPP. After this study, remarkable outcomes that can support the PSO controller to track the GMPP in mini-

mum possible time and with high accuracy were reached. These outcomes can be correctly achieved when the 

controller starts its exploration with evenly distributed duty cycles samples between 0 and 1. Also, the pro-

posed controller satisfied with only five duty cycles samples for the exploration process. This start gives a hy-

pothetical representation of the P-V curve. Then, the recorded outcomes aided the algorithm to reduce the ex-

ploration area after each iteration. The IPSO controller's performance can be organized in the flowchart that 

showed in Figure 5 and arranged in the following steps: 

In step 1,  the proposed controller initializes five evenly distributed samples of duty cycles to  cover the entire P-V curve. 

These samples are equal to,  dc1
1 = 0.1, dc2

1 = 0.3, dc3
1 = 0.5, dc4

1 = 0.7 and dc5
1 = 0.9. Also, the algorithm set the 

Global best position to 𝑑𝑐Gbest
1 = 0, and the personal best position  𝑑𝑐i−best

1 = 0, and dci
t = [0, 1]. 

In step 2, the proposed controller estimates each sample across the PV system's converter switch, and the sam-

ple's operating point data were stored in a matrix. This data is specified by the values of duty cycle, the output 

voltage, and the output current. 

In step 3, the proposed controller multiplied the stored PV output voltage and current to obtain the PV output 

power value for each sample. 

In step 4, the proposed controller re-specified the Global best sample which achieves the maximum stored 

power value  Pmax at the end of each iteration.  

In step 5, the proposed controller re-specified the personal best position for each sample in all the previous it-

erations till now. 

In step 6, the proposed controller arranged the stores matrix's rows according to the voltage values in de-

scending order. After this arrangement process, the algorithm symbolizes the matrix's rows as A, B, C, D, and E. 

In step 7, the power value of the stored matrix's row “C” is becoming the power corresponding to the middle 

voltage value located on the P-V curve for the present iteration. So, this power value is chosen to be the refer-

ence power value in this iteration. This reference power value divided the exploration space into two different 

exploration area located in its both sides. 

In step 8, the reference power value is compared with the other power values in the same iteration to visualize 

the look of the exploration area. This comparing process can be groups into three main cases as following: 

• The reference power value is higher than the other two power values who are on its each side separately:  

In this case, the reliability of located the GMPP around the reference power location is higher than its location 

around the lesser power values. So, the proposed controller eliminates the area between the lesser power values and 

sets the new exploration area's boundaries to be between the reference power value and the nearest power value as described 

in Table 2. 

• The reference power value has a value between the other two power values: 

In this case, the proposed controller advances the area between the highest power value and the reference 

power value to be the new exploration area for the next iteration as explained in Table 3. 

• The reference power value is lower than the other two power values who are on its each side separately:  

In this case, the proposed controller is forced to search again inside the all-search  area without eliminates any 

part of it as described in Table 4. 

In step 9, the proposed controller generates new duty cycles samples and chick if any of that new samples are 

located outside the new boundaries of the exploration area or not. If the chick is true, the algorithm chooses the 

duty cycle value that located between the previous two highest stored power values  𝑑𝑐(𝑃𝑚𝑎𝑥1), 𝑎𝑛𝑑  𝑑𝑐(𝑃𝑚𝑎𝑥2) 

respectively. That can be achieved by using equation (7). 

𝑑𝑐𝑁𝑒𝑤 =  𝑑𝑐(𝑃𝑚𝑎𝑥2) + 
𝑑𝑐(𝑃𝑚𝑎𝑥1) −  𝑑𝑐(𝑃𝑚𝑎𝑥2)

2
 (7) 

In step 10, the proposed controller estimates the new generated samples and calculates the output power val-

ues. The algorithm chick if all the duty cycles samples reached the GMPP or not. If false, the algorithm returns 

to step number four and repeat the next steps again. If true, the algorithm stopped its operation.  
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Figure 4. The feature of the proposed (IPSO) algorithm's supported conditions.   

Table 2. The first case of the proposed (IPSO) algorithm's supported conditions. 

“Check If circumstance” 
Recent boundaries of the exploration space 

the design explanation 
from To 

The reference power value's right side 

𝑝𝐶(𝑑𝑐𝑖
𝑡)  > 𝑝𝐴(𝑑𝑐𝑖

𝑡) , 𝑝𝐵(𝑑𝑐𝑖
𝑡) 𝑣𝐵(𝑑𝑐𝑖

𝑡) 𝑣𝐶(𝑑𝑐𝑖
𝑡) Figure 4 (a) 

The reference power value's left side 

𝑝𝐶(𝑑𝑐𝑖
𝑡)  > 𝑝𝐷(𝑑𝑐𝑖

𝑡) , 𝑝𝐸(𝑑𝑐𝑖
𝑡) 𝑣𝐶(𝑑𝑐𝑖

𝑡) 𝑣𝐷(𝑑𝑐𝑖
𝑡)  Figure 4 (b) 

Table 3. The second case of the proposed (IPSO) algorithm's supported conditions. 

“Check If circumstance” 
Recent boundaries of the exploration space 

the design explanation 
from To 

The reference power value's right side 

𝑝𝐶(𝑑𝑐𝑖
𝑡)  > 𝑝𝐴(𝑑𝑐𝑖

𝑡) & 

𝑝𝐶(𝑑𝑐𝑖
𝑡) < 𝑝𝐵(𝑑𝑐𝑖

𝑡) 
𝑣𝐵(𝑑𝑐𝑖

𝑡) 

𝑣𝐶(𝑑𝑐𝑖
𝑡) 

Figure 4 (c) 

𝑝𝐶(𝑑𝑐𝑖
𝑡)  < 𝑝𝐴(𝑑𝑐𝑖

𝑡) & 

𝑝𝐶(𝑑𝑐𝑖
𝑡) > 𝑝𝐵(𝑑𝑐𝑖

𝑡) 
𝑣𝐴(𝑑𝑐𝑖

𝑡)  Figure 4 (d) 

The reference power value's left side 

𝑝𝐶(𝑑𝑐𝑖
𝑡)  > 𝑝𝐷(𝑑𝑐𝑖

𝑡) & 

𝑝𝐶(𝑑𝑐𝑖
𝑡) < 𝑝𝐸(𝑑𝑐𝑖

𝑡) 
𝑣𝐶(𝑑𝑐𝑖

𝑡) 

𝑣𝐸(𝑑𝑐𝑖
𝑡) Figure 4 (e) 

𝑝𝐶(𝑑𝑐𝑖
𝑡)  < 𝑝𝐷(𝑑𝑐𝑖

𝑡) & 

𝑝𝐶(𝑑𝑐𝑖
𝑡) > 𝑝𝐸(𝑑𝑐𝑖

𝑡) 
𝑣𝐷(𝑑𝑐𝑖

𝑡)  Figure 4 (f) 

Table 4. The third case of the proposed (IPSO) algorithm's supported conditions. 

“Check If circumstance” 
Recent boundaries of the exploration space 

the design explanation 
from To 

The reference power value's right side 

𝑝𝐶(𝑑𝑐𝑖
𝑡) < 𝑝𝐴(𝑑𝑐𝑖

𝑡) , 𝑝𝐵(𝑑𝑐𝑖
𝑡) 𝑣𝐴(𝑑𝑐𝑖

𝑡)  𝑣𝐶(𝑑𝑐𝑖
𝑡) Figure 4 (g) 

The reference power value's left side 

𝑝𝐶(𝑑𝑐𝑖
𝑡) < 𝑝𝐷(𝑑𝑐𝑖

𝑡) , 𝑝𝐸(𝑑𝑐𝑖
𝑡) 𝑣𝐶(𝑑𝑐𝑖

𝑡) 𝑣𝐸(𝑑𝑐𝑖
𝑡) Figure 4 (h) 
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Figure 5. The sequence of operation's diagram for the proposed (IPSO) algorithm   

3. Results 

3.1. The Simulation Results 

The proposed IPSO algorithm was simulated and tested by using Matlab/Simulink program. This simulated 

program helps in comparing the performance of both the proposed and the classical PSO controllers in terms of 

the transient and the steady-state waveform. It also shows the first four iterations for the proposed IPSO con-

troller performance in terms of decreasing the exploration area after each iteration and catches the GMPP.  

The PV system that  is designed and simulated in the Matlab/Simulink program can be controlled by using a 

different number of PV modules. On the other hand, the solar radiation value can be controlled to simulate the 

USR, the PSC, and the sudden change in solar radiation. The parameters of the simulated PV system's PV 

modules and boost converter are listed in Table 5. 

Table 5. The parameters of the Matlab / Simulink pattern. 

PV module Values Boost converter  Values 

Short circuit current 𝐼𝑠𝑐 8.02A The input capacitor 𝐶𝑖𝑛 10µF 

Open circuit voltage 𝑉𝑜 21.9V The converter inductor 𝐿 1.1mH 

Voltage at max power point 𝑉𝑚 17.6V The switch frequency 𝑓 50kHz 

Current at max power point 𝐼𝑚 7.39A The output capacitor 𝐶𝑜𝑢𝑡 0.5mF 
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3.1.1. The PV system subjected to USR (shape # 1) 

   
(a) (b) (c) 

Figure 6. The tracking process for shape # 1. (a) The proposed controller's retraction process toward the MPP. (b) The tracking 

trajectory in the case of the classical PSO controller. (c) The tracking trajectory in the case of the proposed IPSO controller.     

Table 6. The first four iterations' stored data for the proposed IPSO controller performance during estimated shape # 1. 

Row n 
The first iteration  

n 
The second iteration  

n 
The third iteration  

n 
The fourth iteration  

dc VPV (V) PPV (W) dc VPV (V) PPV (W) dc VPV (V) PPV (W) dc VPV (V) PPV (W) 

𝐴 𝑑𝑐1
1 0.1 43.06 44.68 𝑑𝑐3

2
 0.52 41.19 135.2 𝑑𝑐5

3
 0.62 39.41 198.57 𝑑𝑐5

4
 0.7 35.2 260 

𝐵 𝑑𝑐2
1

 0.3 42.64 66.58 𝑑𝑐2
2

 0.6 40 180.43 𝑑𝑐4
3

 0.7 35.18 258.36 𝑑𝑐4
4

 0.7 35.19 260 

𝐶  𝑑𝑐3
1

 0.5 41.45 123.93 𝑑𝑐1
2

 0.6 40 180.44 𝑑𝑐3
3

 0.7 35.14 258.38 𝑑𝑐3
4

 0.7 35.15 260 

𝐷 𝑑𝑐4
1

 0.7 30.42 231.34 𝑑𝑐5
2

 0.61 39.76 188.47 𝑑𝑐2
3

 0.7 35 258.39 𝑑𝑐2
4

 0.7 35.04 260 

𝐸 𝑑𝑐5
1

 0.9 7.33 58.04 𝑑𝑐4
2 0.7 31.13 236 𝑑𝑐1

3 0.7 34.57 258 𝑑𝑐1
4 0.7 34.7 260 

3.1.2. The PV system subjected to PSC (shape # 2, 3, and 4) 

   
(a) (b) (c) 

Figure 7. The tracking process for shape # 2. (a) The proposed controller's retraction process toward the GMPP. (b) The tracking 

trajectory in the case of the classical PSO controller. (c) The tracking trajectory in the case of the proposed IPSO controller.   

Table 7. The first four iterations' stored data for the proposed IPSO controller performance during estimated shape # 2. 

Row  n 
The first iteration  

n 
The second iteration  

n 
The third iteration  

n 
The fourth iteration  

dc VPV (V) PPV (W) dc VPV (V) PPV (W) dc VPV (V) PPV (W) dc VPV (V) PPV (W) 

𝐴 𝑑𝑐1
1 0.1 50.87 78.35 𝑑𝑐5

2
 0.32 48.71 76.81 𝑑𝑐3

3
 0.51 39.61 124.6 𝑑𝑐4

4
 0.57 38.28 153.4 

𝐵 𝑑𝑐2
1

 0.3 41.77 62.53 𝑑𝑐3
2

 0.5 39.83 118.4 𝑑𝑐4
3

 0.52 39.51 128 𝑑𝑐3
4

 0.61 36.68 164.8 

𝐶  𝑑𝑐3
1

 0.5 39.84 112.57 𝑑𝑐4
2

 0.53 39.28 133.8 𝑑𝑐2
3

 0.61 36.40 165 𝑑𝑐2
4

 0.61 36.65 164.8 
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Row  n 
The first iteration  

n 
The second iteration  

n 
The third iteration  

n 
The fourth iteration  

dc VPV (V) PPV (W) dc VPV (V) PPV (W) dc VPV (V) PPV (W) dc VPV (V) PPV (W) 

𝐷 𝑑𝑐4
1

 0.7 23.42 108.75 𝑑𝑐2
2

 0.57 38.24 153.9 𝑑𝑐1
3

 0.61 35.69 164.2 𝑑𝑐1
4

 0.61 36.53 165 

𝐸 𝑑𝑐5
1

 0.9 6.16 48.5 𝑑𝑐1
2 0.64 29.99 141.3 𝑑𝑐5

3 0.61 34.92 162 𝑑𝑐5
4 0.61 36.31 165 

 

  
 

(a) (b) (c) 

Figure 8. The tracking process for shape # 3. (a) The proposed controller's retraction process toward the GMPP. (b) The tracking 

trajectory in the case of the classical PSO controller. (c) The tracking trajectory in the case of the proposed IPSO controller.     

Table 8. The first four iterations' stored data for the proposed IPSO controller performance during estimated shape # 3. 

Row n 
The first iteration  

n 
The second iteration  

n 
The third iteration  

n 
The fourth iteration  

dc VPV (V) PPV (W) dc VPV (V) PPV (W) dc VPV (V) PPV (W) dc VPV (V) PPV (W) 

𝐴 𝑑𝑐1
1 0.1 63.31 89.25 𝑑𝑐5

2
 0.32 61.85 153 𝑑𝑐3

3
 0.5 57.86 250.6 𝑑𝑐5

4
 0.52 56.503 257.3 

𝐵 𝑑𝑐2
1

 0.3 62.05 138.24 𝑑𝑐3
2

 0.5 56.76 256.8 𝑑𝑐5
3

 0.52 56.45 257.4 𝑑𝑐4
4

 0.52 56.503 257.3 

𝐶  𝑑𝑐3
1

 0.5 52.67 236.07 𝑑𝑐4
2

 0.53 53.17 248.9 𝑑𝑐4
3

 0.52 56.29 257.5 𝑑𝑐3
4

 0.52 56.502 257.3 

𝐷 𝑑𝑐4
1

 0.7 30.85 188.19 𝑑𝑐2
2

 0.57 45.01 214.4 𝑑𝑐2
3

 0.52 55.76 257.2 𝑑𝑐2
4

 0.52 56.501 257.3 

𝐸 𝑑𝑐5
1

 0.9 7.5 58.93 𝑑𝑐1
2 0.64 37.1 207.5 𝑑𝑐1

3 0.52 54.36 253.4 𝑑𝑐1
4 0.52 56.490 257.3 

 

   
(a) (b) (c) 

Figure 9. The tracking process for shape # 4. (a) The proposed controller's retraction process toward the GMPP. (b) The tracking 

trajectory in the case of the classical PSO controller. (c) The tracking trajectory in the case of the proposed IPSO controller.      
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Table 9. The first four iterations' stored data for the proposed IPSO controller performance during estimated shape # 4. 

Row n 
The first iteration  

n 
The second iteration  

n 
The third iteration  

n 
The fourth iteration  

dc VPV (V) PPV (W) dc VPV (V) PPV (W) dc VPV (V) PPV (W) dc VPV (V) PPV (W) 

𝐴 𝑑𝑐1
1 0.1 62.933 90.5 𝑑𝑐1

2
 0.5 46.139 146.7 𝑑𝑐3

3
 0.58 40.36 139.8 𝑑𝑐5

4
 0.64 37.98 218.1 

𝐵 𝑑𝑐2
1

 0.3 61.214 146.6 𝑑𝑐2
2

 0.5 44.393 141.7 𝑑𝑐5
3

 0.62 38.73 199.1 𝑑𝑐4
4

 0.7 34.77 252.7 

𝐶  𝑑𝑐3
1

 0.5 43.322 138.6 𝑑𝑐3
2

 0.52 40.402 138.1 𝑑𝑐2
3

 0.67 36.86 238.4 𝑑𝑐3
4

 0.7 34.75 252.8 

𝐷 𝑑𝑐4
1

 0.7 30.939 238.9 𝑑𝑐5
2

 0.61 39.036 189.1 𝑑𝑐1
3

 0.7 34.238 252.9 𝑑𝑐2
4

 0.7 34.66 252.9 

𝐸 𝑑𝑐5
1

 0.9 7.405 58.99 𝑑𝑐4
2 0.7 30.836 238.2 𝑑𝑐4

3 0.7 32.17 246.1 𝑑𝑐1
4 0.7 34.35 253 

3.1.3. The PV system subjected to sudden change in solar radiation (shape # 5) 

  
 

(a) (b) (c) 

Figure 10. The tracking process for shape # 5. (a) The proposed controller's retraction process toward the MPP. (b) The tracking 

trajectory in the case of the classical PSO controller. (c) The tracking trajectory in the case of the proposed IPSO controller.   

3.2. The Experemental Results 

As a method to authenticate the effectiveness of the proposed IPSO controller, an experimental setup was con-

structed and tested in the laboratory. The experimental setup consists of, current sensor "LA-55P" to sense the 

PV output current, voltage sensor "LV-25" to sense the PV output voltage, boost converter with the inductor of 

"3mH, 7A", capacitor of "2×2200μF, 50V", fast recovery diode of "100V, 10A", and power MOSFET of "100V, 

25A", and battery load of "2×12V, 7Ah".  

The proposed IPSO controller is coded into a 32-bits, 150MHz code composer studio interface kit type 

"TMS320F28335". In order to simulate the uncontrollable environmental conditions, a simple PV simulating 

circuit is used as shown in Figure 11 (a). This circuit consists of a DC power supply of "20V", two parallel re-

sistance each has "5.5Ω", and a series resistance of "1Ω" [23]. 

When switch S is closed, the total resistance of the simplified PV circuit "which represents the PV internal re-

sistance" is equal to "3.75Ω". According to the max power transfer theorem, Zin = Zl, the max PV output power 

is transferred to the load when the load resistance is equal to the PV source internal resistance. This matching 

process occurs when the controller changes the duty cycle value until the load resistance equal to "3.75Ω ". This 

matching operating point occurs at MPP of "26.7W, 10V, and 2.67A" as shown in Figure 11 (b).  

When switch S is opened, the total resistance of the simplified PV circuit is equal to "6.5Ω". The matching pro-

cess occurs when the load resistance equal to "6.5Ω". Then the matching operating point occurs at MPP of 

"15.4W, 10V, and 1.54A" as shown in Figure 11 (b) [23]. The total experimental photography is shown in Figure 

12. 
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(a) (b) 

Figure 11. (a) The experimental schematic diagram. (b) The P-V and I-V curves of the simulated PV circuit. 

 
Figure 12. The experimental setup photography 

 
(a) (c) 

 

(b) (d) 

Figure 13. The experimental results (a) The performance of the classical PSO controller at USR condition (b) The performance of 

the proposed IPSO controller at USR condition (c) The performance of the classical PSO controller in case of solar radiation 

change (d) The performance of the proposed IPSO controller in case of solar radiation change.  
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4. Discussion 

4.1. The simulation discussion 

Shape # 1 is a PV string containing two PV modules subjected to USR of 1000W/m2. The P-V curve of this 

string has only one power peak of 260W. This shape is estimated twice via Matlab/Simulink, one using the 

classical PSO controller and the other using the improved IPSO controller. The duty cycles samples' operating 

points for the first four iterations of the IPSO controller are shown in Figure 6 (a). For each iteration, first, the 

proposed controller evaluates the duty cycle samples by measuring the PV system output voltage and current 

and calculating the output power for each duty cycle. The PV system output data “duty cycle, voltage and 

power” values are rearranged in descending order according to the voltage values. Then, they are stored in a 

matrix of 3 columns and 5 rows as discussed in the previous section and write down in Table 6. Second, the 

controller examines the conditions introduced in Figure 4 to determine the new bounders of the exploration 

area for the next iteration. In the first iteration, the controller found that pC(dc3
1)  >  pA(dc1

1) , pB(dc2
1) . Then, the 

controller sets the voltage value for the matrix's row B vB(dc2
1) as the right-hand side border for the new search 

space. In the same way, pC(dc3
1)  <  pD(dc4

1) ,  pC(dc3
1)  > pE(dc5

1) that leads to sets the voltage value for the 

matrix's row D vD(dc4
1) as the left-hand side border for the new search space. In the second iteration, the ref-

erence power value is higher than the other two power values on its right side and smaller than the other two 

power values on its left side. Therefore, the algorithm determined the limits of the new search area to be be-

tween the two voltage values vB(dc2
2) and vE(dc4

2). In the third iteration, the comparison conditions between 

the reference power value with the rest of the power values were quite similar to the first iteration, and thus the 

algorithm determined the new search limits to be between the vB(dc4
3) and vD(dc2

3). In the fourth iteration, all 

the iteration's power values are equal to the MPP. That's because all the duty cycles are converged until they 

reached and tracked the MPP. The duty cycles convergence toward the MPP and its corresponding output 

voltage and power for both the PSO and IPSO controllers are shown in Figures 6 (b) and (c) respectively. It can 

be observed that the proposed IPSO controller converges toward the MPP of 260W in about 0.35 sec while the 

classical PSO controller needs about 1.9 sec to follow the MPP. 

Shape # 2 is a PV string consisting of three PV partially shaded modules each one has received a different level 

of irradiance equals to  1000W/m2, 600W/m2 and 200W/m2. Shading in this case resulted in three different 

peaks of power at 117W, 163W and 88W. For each iteration, first, the controller rearranges and stores the 

output data in a matrix of 3 columns and 5 rows as recorded in the Table 7. Second, the algorithm examines the 

conditions introduced in Figure 4 to determine the new bounders of the exploration area for the next iteration.  

For the first iteration, the controller checks that pC(dc3
1)  >  pA(dc1

1) , pB(dc2
1) . As a result, it sets the voltage 

value for the matrix's row B vB(dc2
1) as the right-hand side border for the new search space. In the same way, 

pC(dc3
1)  >  pD(dc4

1) , pE(dc5
1) leads to sets the voltage value for the matrix's row D vD(dc4

1) as the left-hand side 

border for the new search space. The second iteration check differed from the first one in determining the new 

left-hand side search limit only and the condition was fulfilled that pC(dc4
2) <  pD(dc2

2) , pE(dc1
2). So, the result 

was that the new search area is confined between vB(dc3
2) andvE(dc1

2). The third iteration check is similar to the 

first one which leads to let vB(dc4
3) and vD(dc1

3) are the new right and left search limits respectively. The 

fourth iteration check is similar to the second iteration which leads to let vB(dc3
4) and vE(dc5

4) are the new 

search space limits for the fifth iteration. The positions of the particles in the search area during the first four 

iterations for the proposed IPSO controller performance are shown in Figure 7 (a). The duty cycle convergence 

to reach the GMPP is demonstrated in Figures 7 (b) and (c) by using the classical PSO controller and the pro-

posed IPSO controller respectively. These figures indicate that the proposed IPSO controller converges to 

GMPP of 163W in less than 0.35 sec while the classical PSO controller takes 2.5 sec to track the GMPP with bad 

fluctuation. 

Shape # 3 is a PV string consisting of three PV partially shaded modules each one has received a different level 

of irradiance equals to 800W/m2, 600W/m2 and 1000W/m2. The shading in this case resulted in three dif-

ferent peaks of power at 117W, 214W  and 257W.  By the same previous steps, Figure 8 (a) shows the first 

four iterations for the proposed IPSO controller performance and the data display in the Table 8. The first iter-

ation displays pC(dc3
1)  >  pA(dc1

1) ,  pB(dc2
1) so that the voltage value for the matrix's row B vB(dc2

1) is the 

right-hand side border for the new search space. Also, the condition pC(dc3
1)  >  pD(dc4

1) , pE(dc5
1) is true and 
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caused the voltage value for the matrix's row D vD(dc4
1) to be the left-hand side border for the new search 

space. The second iteration check comes true that pC(dc4
2) < pB(dc3

2),  pC(dc4
2) > pA(dc5

2) , pD(dc2
2) , pE(dc1

2) so 

that the new search area is enclosed between vB(dc3
2) and vD(dc2

2). The third iteration check is similar to the 

first one which directs the new search space to be in range within the voltage of sample B vB(x5
3) and sample 

D vD(x2
3). The reference power value of the matrix's row C in the fourth iteration is equal to the other four 

power values. This indicates that all the controller particles have reached the GMPP.  The power, voltage and 

duty cycle curve corresponding to this case is illustrated in Figures 8 (b) and (c) by using the classical PSO 

controller and the proposed IPSO controller respectively. These graphs indicate that the IPSO controller con-

verges to the GMPP of 257W in less than 0.25 sec while PSO controller takes 2.5 sec to track the GMPP. 

Shape # 4 is a PV string consisting of three PV partially shaded modules two of them have received solar irra-

diance equals to 1000W/m2 and the third has received 400W/m2. Shading in this case resulted in two different 

peaks of power at 254W, and 177W . Figure 9 (a) shows the first four iterations for the proposed IPSO con-

troller performance, and the data recorded in the Table 9.  For the first iteration, the controller makes sure 

that pC(dc3
1)  >  pA(dc1

1) &  pC(dc3
1) <  pB(dc2

1). As a result, it sets the voltage value for the matrix's row B 

vB(dc2
1)  as the right-hand side border of the new search space. In the same way, pC(dc3

1)  <

 pD(dc4
1) &  pC(dc3

1) >  pE(dc5
1) sets the voltage value for the matrix's row D vD(dc4

1) as the left-hand side border 

of the new search space. The second iteration check differed from the first one and the condition was fulfilled 

that pC(dc3
2) <  pA(dc1

2) , pB(dc2
2), and pC(dc3

2) <  pD(dc5
2) , pE(dc4

2). So that, the new search area is confined be-

tween vA(dc1
2) and vE(dc4

2). In the third iteration, once all the new samples data has been stored, the compari-

sons with the reference pC(dc2
3) prove that  pC(dc2

3) > pA(dc3
3), pB(dc5

3) and pC(dc2
3) < pD(dc1

3), pE(dc4
3). The 

results say that vB(dc5
3) and vE(dc4

3) are the new search space limits for the fourth iteration. The fourth itera-

tion is similar to the third one. So that, the new search area is confined between vB(dc4
4) and vE(dc1

4). The duty 

cycle convergence to reach the GMPP has been illustrated in Figure 9 (b) and Figure 9 (c) by using the classical 

PSO controller and the proposed IPSO controller respectively. These figures indicate that the IPSO controller 

converges to the GMPP of 254W in less than 0.4 sec while the PSO controller takes 1.5 sec to track the GMPP. 

Shape # 5 is a PV string containing three PV modules subjected to the same solar radiation level equal to 

1000W/m2. When the solar radiation changes rapidly from 1000W/m2 to 700W/m2, the MPP's position is 

changed suddenly, and its value decreases from 370W to 275W as shown in Figure 10 (a). Both the classical 

and the suggested PSO controllers have recognized the flickering in solar radiation. So, each controller distrib-

utes again its particles to explore and track the new position of the MPP. Figures 10 (b), (c) portray the conver-

gence process for both the classical PSO and the proposed IPSO controllers, respectively. These portray validate 

the effectiveness of the proposed IPSO controller in terms of taking only 0.4 sec to reach and track the new po-

sition of the MPP. While the classical PSO controller takes about 1.3 sec to reach the same point.    

4.2. The practical experiment discussion 

4.2.1. Uniform Irradiance Condition 

The performance of both the classical and the proposed PSO algorithms are tested under uniform environ-

mental conditions. This case can be represented by opening the switch S in the simulated PV circuit.  

The performance of the classical PSO algorithm to reach and track the MPP at PV output voltage of”10V” and 

current of “1.54A” takes about “1.6 sec” with bad fluctuations as shown in Figure 13 (a). While Figure 13 (b) 

shows that the proposed PSO algorithm takes about “0.2 sec” to reach and track the MPP without any fluctua-

tions at the steady-state condition. 

4.2.2. Change the solar irradiance condition 

In this case, the position of the MPP is shifted and at this moment the pattern simulates inhomogeneous peaks 

on the P-V curve. Therefore, MPP tracking becomes more and more difficult. This condition can be represented 

by sudden closing the switch S in the simulated PV circuit. Before this closing process, the MPP was tracked at 

"10V, 2.67A, and 26.7W". After that closing process, the controllers begin to search again to reach and track the 

MPP at "10V, 1.54A, and 15.4W". 
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The performance of the classical PSO controller to respond and track the new MPP at PV output voltage 

of”10V” and current of “1.54A” takes about “1.16 sec” as shown in Figure 13 (c). On the other hand, the pro-

posed PSO controller takes about “0.14 sec” to respond and track the new MPP as shown in Figure 13 (d). 

5. Conclusions 

This article produced an improved particle swarm optimization controller to insist on pursuing the photovol-

taic system global maximum power point in the shortest possible time despite the surrounding climatic 

changes. This improved process depends on joining a powerful mechanism to the classical PSO controller per-

formance to increase its effectiveness. By that, the exploration area limits can be retracted after each iteration by 

avoiding the search portions containing the weakly solutions. On the other hand, stray particles were directed 

to explore solutions sandwiched between the two strongest solutions that were found . The simulation results 

and the experimental results verified the following points. The proposed improved particle swarm optimiza-

tion controller provided better response and lower convergence time than the classical controller. Moreover, it 

remarkably betters damping in the output power oscillations. 
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