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Abstract: A brain tumor is an intracranial mass consisting of irregular growth of brain 

tissue cells. Medical imaging plays a vital role in discovering and examining the precise 

performance of organs The performance of object detection has increased dramatically by 

taking advantage of recent advances in deep learning. This paper presents a Convolu-

tional Neural Network (CNN) architecture model-based classification approach for brain 

tumor detection from Magnetic Resonance Imaging (MRI) images. The network training 

was carried out in both the original dataset and the augmented dataset. Whereas the 

whole brain MRI images were scaled to fit the input image size of each pre-trained CNN 

network. Moreover, a comparative study between the proposed model and other 

pre-trained models was made in terms of accuracy, precision, specificity, sensitivity, and 

F1-score. Finally, experimental results reveal that without data augmentation, the pro-

posed approach achieves an overall accuracy rate of 96.35 percent for a split ratio of 80:20. 

While the addition of data augmentation boosted the accuracy to 97.78 percent for the 

same split ratio. Thus, the obtained results demonstrate the effectiveness of the proposed 

approach to assist professionals in Automated medical diagnostic services. 
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1. Introduction 

A brain tumor is a mass inside the skull that consists of irregular growth of brain tissue cells. In general, the 

body helps cells to grow and divide, if this balance in cell division is disrupted, then a tumor may develop. 

Hence, any abnormal growth of body tissues is called a tumor. Which is either cancerous (malignant) or 

non-cancerous (benign). Benign tumors vary from malignant tumors in that they do not expand to other tissues 

and can be surgically removed [1]. A brain tumor is not as frequent as other malignancies such as breast cancer 

or lung cancer, yet it is nevertheless the tenth biggest cause of death worldwide. An estimated 25,050 persons 

(14,170 men and 10,880 women) will be diagnosed with primary malignant tumors of the brain and spinal cord 

in the United States this year [2]. Medical imaging has a vital role in detecting and examining the accurate 

functioning of organs. Magnetic Resonance Imaging (MRI) is considered the most important diagnostic method 

for brain tumors that aid in treatment arrangement. Because of the nature of the brain, detecting tumor areas in 

the brain is one of the most important topics. Object detection performance has substantially increased by uti-

lizing recent advances in deep learning.   
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In the past few years, Machine Learning (ML) and Deep Learning (DL) have played a significant role in the 

early detection of tumors [3]. DL requires a large amount of data to be efficiently trained. The training process 

can be executed using Computed Tomography (CT) scan images or Magnetic Resonance Imaging (MRI) [4]. 

Data sets with lower sizes can be optimized using data augmentation. Flipping, translation, and gradient rota-

tion are the most common methods [5]. Therefore, using a data augmentation methodology and a convolutional 

neural network model, a method for classifying brain tumors as cancerous or non-cancerous was developed.  

This paper presents a proposed CNN model for classifying brain tumors, in which a brain MRI dataset is used. 

Then, the result of the classification process will be compared to other models to determine which technique(s) 

are best suited for medical images. In addition, the effect of dataset augmentation will be made. The suggested 

model is used in scenarios where 80 percent or 70 percent of the data is used for training and 20 percent, or 30 

percent of the data is used for testing. In the case of the original dataset and the dataset that was added to it. 

Finally, simulation programs will be implemented to analyze the proposed model performance and compare 

the result of the proposed models with pre-trained models. 

The rest of the paper is designed as follows: In Section 2, the literature review will be presented. The proposed 

methodology will be illustrated in Section 3. In section 4, the simulation analysis will be introduced. Finally, the 

conclusions will be illustrated in Section 5.  

2. Literature Review 

Many studies have been conducted to classify and segment MRI pictures of the brain using deep learning.   

Basheera et al. [6], used a method for categorizing brain cancers Where the tumor is first segmented from the 

MRI picture and then the segmented fragment is extracted using a pre-trained convolutional neural network 

and random gradient descent. Carlo, Ricciardi, et al. [7] utilized multinomial logistic regression and the 

k-nearest neighbour techniques to categorize pituitary adenomas tumor MRIs. With an AUC curve of 98.4 

percent, the technique obtained an accuracy of 83 percent on multinomial logistic regression and 92 percent on a 

k-nearest neighbour. Muhammad Sajjad et al. [8] proposed classifying multi-grade malignancies using a data 

augmentation technique on MRI images and then tweaking it with a pre-trained VGG-19 CNN Model. Sunanda 

Das et al., [9] presented an image processing technique to train a CNN model to identify distinct brain tumor 

types and achieved 94.39 percent accuracy with an average precision of 93.33 percent. Romeo, Valeria, et al., 

[10] used Naïve Bayes and k-nearest neighbour to predict tumor grades and nodal status from CT scans of 

primary tumor lesions and achieved the greatest accuracy of 92.9 percent. Muhammed Talo et al. [11] classified 

normal and pathological brain MRI images with 100 percent accuracy using the ResNet34 pre-trained CNN 

model, a transfer learning technique, and Data Augmentation. Arshia Rehman et al. [12] classified pituitary, 

glioma, and meningioma brain cancers using three different pre-trained CNN models (VGG16, AlexNet, and 

GoogleNet). During this Transfer learning approach, VGG16 achieves the best accuracy of 98.67%. Ahmet inar 

et al. [13] changed the pre-trained ResNet50 CNN model by eliminating its last 5 levels and replacing them with 

8 new layers, then compared its accuracy to other pre-trained models such as GoogleNet, AlexNet, and Res-

Net50. The modified ResNet50 model performed well, reaching 97.2 percent accuracy. SVM was utilized to 

differentiate between malignant and benign cancers. A classification scheme based on a pre-trained neural 

network has been suggested, where MR im- 43 age segmentation was performed [14]. 

3. Methodology 

In this section, a methodology for classifying brain tumors is proposed. First, the CNN model flow chart is ex-

plained, and then the dataset is preprocessed and augmented. Finally, the SqueezeNet model and the proposed 

model are discussed in detail. 

3.1. CNN model Flow chart 

Initially, images will be loaded, and labels will be extracted from datasets files. Then, the dataset is separated 

into training, validation, and testing sets. The training data will be used to train the network after setting the 

hyper-parameters. After that, the testing data is applied to the model to test the network. If the accuracy of the 

model is acceptable. Then, the model is good. If not, we adjust the hyperparameters. As shown in Figure 1. 
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Figure 1. CNN model Flow chart. 

3.2 Classification Approach Based on 3DCNN Architecture (Approach [15]) 

 

Figure 2. Approach [15] architecture. 

 

This approach contains eight convolutional layers based on 3DCNN [15] and the detailed architecture is illus-

trated in Figure 2 and Table 1. 

Table 1. Proposed [15] Architecture. 

Layer Name  Layer Properties 

CONV 1                                       

CONV 2                                       

CONV 3                                        

CONV 4                                        

CONV 5                                        

CONV 6                                        

CONV 7                                       

CONV 8                                       
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3.3 Proposed Approach Based on SqueezeNet Architecture  

SqueezeNet is a CNN architecture that achieves the AlexNet accuracy level with 50 fewer parameters [16]. 

SqueezeNet’s basic structure starts with a convolution layer, then eight Fire modules, and finally another con-

volution layer.  Moreover, the max-pooling layer is added after layers Conv1, Fire4, Fire8, and Conv10, ReLU 

is implemented as the activations function, and 0.5 Dropout is used after the Fire9 module. As shown in Figure 

3.  

 

Figure 3. SqueezeNet Architecture. 

 

Figure 4. Proposed Approach Architecture. 

The proposed approach architecture illustrated in Figure 5 is considered a modified version of SqueezeNet. 

Where some simple bypass connections have been added between some Fire modules to enhance the recogni-

tion accuracy. These connections will be added around Fire modules 3, 6, and 9. Bypass around Fire3, means 

that the input to Fire4 will be equal to the output of Fire2 + the output of Fire3, where the trigger (+) is added in 

terms of elements, as shown in Figure 5, and this will change the regulation applied to these Fire module pa-

rameters, Thus the model trainability and final accuracy can be improved. 
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Figure 5. Fire Module Structure: (a) Original Fire Module Structure; (b) Simple bypass Connections of the proposed ap-

proach. 

The brain tumor detection method algorithm is illustrated below as shown in Figure 6.  

 

Figure 6. Brain tumor detection algorithm pseudo code. 
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3.4 Performance Evaluation Metrics Parameters 

The measures of Accuracy (ACC.), Specificity (SP.), Precision (PR.), F1-score, and Sensitivity (SN.) metrics [17] 

are used to evaluate system performance and can be defined as follows.  

Accuracy= 
     

(            )
                                           (1) 

Specificity=  
  

(     )
                                              (2) 

Precision=  
  

(     )
                                               (3) 

(Sensitivity)      = 
  

(     )
                                           (4) 

F1-Score=  
                

(                )
                                          (5) 

Where    represents the true positive in the case of malignancy and    represents the true negative in benign 

tumor cases, while    and    represent the inaccurate model predictions. 

4. Results and Discussions 

 

Figure 7. The brain dataset samples for the two classes normal and tumor.  

The experiments are carried out on free MRI images classified as normal and tumor [18], which are collected by 

field experts. 252 MRI samples were obtained from the volunteer patients as illustrated in Table 2. The MRI 

brain image samples are shown in Figure 7. 

Table 2: Dataset Samples 

 

Brain Number of MRI images before augmentation Number of MRI images after augmentation 

Normal 126 1520 

Abnormal 126 1520 

Because the MRI images in the database are of different formats and sizes. The image resolution is unstable, and 

its quality is not high. Since these images represent the input layer for the network, they have been resized and 

normalized to 224× 224 pixels. The hyper-parameters used for the simulation process are listed in Table 3. 

Table 3: Hyper-parameters of the experiments 

 

Hyper-parameter Value 

Optimization algorithm      

Momentum        

Initial learning rate        

L2 Regularization        



IJT’2022, Vol.02, Issue 01. 7 of 14 
 

 

Stochastic Gradient Descent with Momentum (SGDM) is the main optimization algorithm because it achieves 

the desired balance between accuracy and efficiency [19]. But it needs to manipulate the model hy-

per-parameters, especially the initial learning rate. Since it determines how rabidly weights are adjusted to 

achieve the smallest loss function. 

4.1 Simulation Results 

In this subsection, the original dataset will be compared if it is split randomly into 20% for testing and 80% for 

training and when the splitting ratio is 70:30 (15% for test, 15% validation). Table. 4, shows the performance of 

the proposed model compared to Approach [15] based on 70:30 and 80:20 splitting ratios.  

Table 4: Performance of Proposed model and Approach [15] based on 70:30, 80:20 splitting ratio. 

 

From the previous table, the best accuracy will be achieved when the splitting ratio is 80:20, the batch size is 64 

and the number of epochs is 10. Approach [15] attains a maximum accuracy of 95.14%, then the accuracy will be 

gradually decreased. While the proposed model shows the best result with an accuracy of 96.35%. Then, the 

network will be overfitted. 

The network training was carried out original dataset (without data augmentation). Whereas the whole brain 

MRI images were scaled to fit the input image size of each pre-trained DCNN. Table. 5 illustrates the evaluation 

of performance metrics for the proposed model, approach [15], and other pre-trained models with the original 

dataset. 

 

 

Split Ratio Batch Size Epoch 

Proposed Model  

(Original dataset) 

Accuracy (%) 

Approach [15]  

 Accuracy (%) 

80:20 

32 

8 90.93 88.93 

9 91.65 90.88 

10 93.54 92.95 

11 95.32 94.32 

64 

8 93.69 90.69 

9 95.87 94.95 

10 96.53 95.14 

11 95.83 94.83 

70:30 

32 

8 89.03 87.03 

9 90.41 88.64 

10 92.61 90.79 

11 92.93 91.56 

64 

8 90.42 88.32 

9 92.78 90.54 

10 93.69 92.36 

11 94.86 93.90 
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Table 5: Performance Evaluation Metrics for the proposed model, and other pre-trained models (splitting ratio 80:20) 

 

Metrics 

 

 

Algorithm 

   Accuracy 

 

Precision 

 

Sensitivity Specificty   F1-score 

AlexNet       90.24 83.91 90.80 85.93 

VGG-16 83.25 88.63 80.78 86.45 82.12 

ResNet18 92.32 93.71 90.02 93.74 91.37 

SqueezeNet 94.23 92.81 90.53 93.75 93.81 

Approach [15] 95.14 93.55 94.12 94.77 94.91 

Proposed Model 96.35 96.12 94.22 96.23 96.3 

4.2 The Effect of Data augmentation 

In this subsection, the effectiveness of data Augmentation will be studied where the classification problem ad-

dressed in this paper lacks sufficient data to feed the deep learning architecture and achieves the best accuracy 

results. Data augmentation techniques increase a training dataset using traditional techniques which generate 

new data from existing data by applying various transformation techniques such as rotation, scaling, reflection, 

translation, and shearing as shown in Figure 8. 

 

Figure 8.  Data augmentation (Image transformation). 

The proposed model will be trained using the augmented dataset with the same hyperparameters applied to 

the original dataset (80:20 splitting ratio, 10 epochs, and 64 batch size).  

 

Figure 9. Visual representations of output features before the classification layer. 



IJT’2022, Vol.02, Issue 01. 9 of 14 
 

 

Figure 9 shows the visual representations of some extracted features before the classification layer through the 

proposed CNN architecture using 48 filters.  

 

Figure 10. Accuracy and loss curves of the proposed model with 20% for testing and 80% for training in case of the original dataset 

 

Figure 11. Accuracy and loss curves of the proposed model with 20% for testing and 80% for training in case of the augmented 

dataset 
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As shown in Figures (10 and 11), the proposed approach achieves classification accuracies of 96.3%, and 97.78, 

respectively. when trained by the original dataset, and augmented data, respectively. 

 

For the case of the training CNNs with data augmentation, the approach [15], and our proposed model can 

achieve better classification performance of 96.62% and 97.78% respectively as shown in Table 6.  

 

Table 6: Performance Evaluation Metrics with Data Augmentation. 

 

          Metrics 

 

Algorithm 

Accuracy Precision Sensitivity Specificity F1-score 

AlexNet       93.06 84.35 92.22 88.42 

VGG-16 84.48 89.54 81.32 88.41 85.26 

ResNet18 94.86 94.2 94.40 93.93 93.62 

SqueezeNet 95.22 94.2 92.43 95 94.33 

Approach [15] 96.62 95.29 96.1 95.06 95.74 

Proposed model 97.78 94.83 95.51 94.7 97.15 

 

A confusion matrix is a graph that shows how well a classification network performs on a test dataset where the 

real values are already known. Figures 12, and 13 demonstrate the matrix of perplexity, which combines the 

performance of the proposed system in the case of the original dataset and augmented dataset. In the matrix 

provided, The Target class is shown on the X-axis, while the Output class is shown on the Y-axis. The classifi-

cation error for the testing set for the proposed model (in the case of original data) is equal to 3.7 %. While the 

error is 2.3 % in the case of data augmentation for the proposed model. 

 

Figure 12. Confusion matrix of the proposed model (in the case of original data). 
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Figure 13. Confusion matrix of the proposed model (in the case of data augmentation). 

4.3 Performance Evaluation Comparison Study 

The classification results obtained from the proposed model and approach [15] are represented as a graphical 

comparison shown in Figure 14. Where the results with data augmentation are all better in terms of accuracy 

than the ones without data augmentation. 

 

 
 

Figure 14. Performance measures for Approach [15] and proposed with (Original dataset, Augmented dataset). 
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Figure 15 illustrates the accuracy of the proposed model in the case of data augmentation obtained during the 

testing phase with a value of 97.78% which is reached after 130 iterations with the number of epochs equal to 10, 

and a learning rate of 0.0001.  

 
Figure 15. Results over the whole training iterations for the proposed model: Accuracy curve. 

 

The loss value reduces gradually with the increase in the number of iterations, as illustrated in Figure 16. The 

suggested model’s loss curve is assigned a value less than its value for the original dataset when the dataset is 

augmented. 

 

Figure 16. Results over the whole training iterations for the proposed model: Loss curve. 

 

The processing time is an important consideration when evaluating the proposed system's performance. Table 7 

shows the average processing time for the proposed approach compared with other pretrained models. 
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Our model’s average training time per epoch is 110 seconds, compared to 245 seconds for the VGG-16, 151 se-

conds for AlexNet, 261 seconds for squeezeNet, and 398 seconds for ResNet 18. As a result, our model requires 

fewer computational specifications because it runs faster compared to other pretrained models. Furthermore, 

our model outperforms VGG-16, AlexNet, ResNet 18, and squeezeNet in terms of accuracy. 

Table 7: Average training time of the proposed model with pre-trained models (in case of data augmentation). 

 

Algorithm No. of layers Training time Accuracy 

AlexNet  25 30 min 13 sec 87.83 

VGG-16 41 48 min 50 sec 84.48 

ResNet 18 71 79 min 42 sec 94.86 

SqueezeNet 68 52 min 21 sec 95.22 

Proposed Model 68 22 min 8 sec 97.78 

 

The ROC curve for the suggested model is shown in Figure 17. The proposed model with data augmentation 

has achieved an AUC value of 97.7%. Meanwhile, the original dataset shows an AUC value of 96.3%. 

 
Figure 17. Receiving Operating Characteristic (ROC) Curve of the proposed model. 

 

The proposed approach must be compared to results from the literature review to determine the reliability and 

validity of the obtained results. The outcome of the proposed solution is shown in Table 8.  

Table 8: Different studies on brain tumor detection techniques. 

Approach Classifier  Dataset  Accuracy (%) 

Ref [19] CNN 253 images 95 

Ref [20] CNN 220 images 94.5 

Ref [21] PSO+SVM 612 images 97.4 

Ref [22] CNN 3064 images 97.3 

Ref [23] CNN 253 images 97.2 

Proposed Method  CNN 252 images (Original Dataset) 96.53 

Proposed Method CNN 1500 images (Augmented dataset) 97.78 
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5. Conclusions 

Among the millions of cancerous diseases, brain tumor is the critical one. According to research, the global 

number of brain tumors cases is growing. Any damage to the brain can directly lead to death. As a result, early 

diagnosis and treatment of these diseases are critical. Because speed and time are crucial considerations.  

This paper presents a deep learning model based on CNN for the classification of brain tumor MR images into 

the normal and abnormal brain. The network has been trained using the original data with a splitting ratio of 

80:20 and achieves an accuracy of 96.3%. Moreover, the impact of augmenting the dataset has been discussed, 

the proposed model attains an accuracy of 97.78% at the augmented data is split to the same ratio. Finally, a 

comparative study between the suggested model and other models has been made in terms of accuracy, preci-

sion, specificity, sensitivity, and F1-score.  

Conflicts of Interest: “The authors declare no conflict of interest.”  
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