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ABSTRACT
Purpose: To assess the accuracy of three impression techniques for different span lengths of 

missing maxillary teeth.

Materials and methods:  Three typodonts were divided into three groups simulating different 
span length zirconia bridges. Group S: 3-unit-posterior bridge, Group L: 4-unit-posterior bridge 
and Group A: 6-unit-anterior bridge. Reference standard tessellation language (STL) files were 
obtained by scanning the typodonts using the desktop scanner inEos X5. Each group was subdivided 
into three subgroups according to the impression technique used. Subgroup C: conventional PVS 
impression. Subgroup I: intraoral scanner (Primescan). Subgroup E: extraoral scanner (Medit 
t300). 15 impressions were taken per group,  five per subgroup (n=5). All datasets were obtained in 
STL format and the conventional impressions were poured with type IV dental stone and digitized 
using the extraoral reference scanner.  Accuracy of the different impression techniques were 
evaluated via a reverse engineering 3D software for deviation analysis. 

Results: A statistically significant difference was found between the 3 different span lengths 
(P≤ 0.05). Primescan showed the lowest trueness values (39.2±1.82µm); (45.7±0.935µm); 
(77.8±1.73µm) followed by PVS (42.9±0.31µm); (53.8±3.75µm): (74.3±12.4µm) and Medit 
t300 (78.7±1.21µm); (80.3±1.04µm); (94.9±0.74µm). However, Medit t300 showed the lowest 
precision values (50.1±10.74µm); (59.64±7.0µm) and (64.39±3.55µm) followed by Primescan 
(66.8±9.27µm); (73.9±8.45µm) and (92.1±8.30µm) and PVS (78.3±5.38µm); (81.7±8.28µm) 
and (117.5±8.44µm) for the 3-unit-posterior, 4-unit-posterior and 6-unit-anterior bridges 
respectively.

Conclusion: Primescan showed the highest trueness, while Medit t300 showed the highest 
precision. Increasing the span length reduced the trueness and precision of the tested impression 
techniques; however, their values were within the acceptable clinical range.

KEYWORDS: Accuracy, span length, polyvinyl siloxane, intraoral scanning, extraoral 
scanning.
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INTRODUCTION 

One of the most important and fundamental 
procedures in dentistry is taking an accurate dental 
impression. It is the negative replica or copy of the 
intraoral dental soft and hard tissue to produce ex-
traoral physical casts. Impressions have a variety of 
applications ranging from diagnostic cast produc-
tion for treatment planning, to patient communica-
tion and master cast formation for the fabrication 
of final restorations.

1,2 The accuracy of the final im-
pression sent to the laboratory technician is signifi-
cant as it determines the fit of the final restoration.

2,3  

Conventional elastomeric impression materials 
have long been considered as the gold standard due to 
their high elastic recovery, fine detail reproduction, 
good dimensional stability and the ability of being 
poured multiply from single impressions without 
distortion.4,5 However, they have some drawbacks 
as they are time consuming, their models can be 
easily damaged, they take up physical space and are 
hard to store.6 These problems might be reduced by 
standardizing the workflow but cannot be entirely 
eliminated.6

On the other hand, with the invention of computer-
aided design/computer-assisted manufacturing 
(CAD/CAM), digital scanners have evolved to 
facilitate the accurate extraction of digital dental 
models directly from the patient. They act as data 
collection tools to produce three-dimensional (3D) 
images of the subject being scanned and tend to 
eliminate the error caused by impression taking and 
gypsum model casting.6

 Digital impressions can be obtained using one of 
two techniques, either directly by using an intraoral 
scanner or indirectly by using an extraoral scanner. 
An intraoral scanner allows the clinician to obtain 
information from the prepared abutments without 
the need of a conventional impression, while 
extraoral laboratory scanners allow the digitization 
of dental impressions or casts to produce virtual 
models.5 

The accuracy of an impression is represented 
in terms of trueness and precision. Trueness is 
defined as the deviation from the actual or original 
state, while precision is described as the degree of 
reproducibility between multiple impressions.7

A digital scanner should be able to identify every 
impression detail and allow the creation of a virtual 
model that is as close to the actual model as feasible, 
with little or no deviation from reality. Trueness can 
be assessed by overlapping the measurement scans/
models on a reference scan/model obtained from 
a highly accurate industrial or desktop scanner, 
meanwhile precision can be obtained by overlapping 
multiple scans from the same scanning technique at 
different times.7–11 A reverse-engineering software 
is then used to create colorimetric maps that show 
the distances/differences between the scanner and 
the reference model at the micrometric level.8

According to the American Dental Association, 
the accuracy of a digital impression should not 
exceed the clinically successful acceptable range of 
120 µm.12–15

Several studies have demonstrated that digital 
scanners can produce single unit and short span 
restorations with equal or even improved accuracy 
than conventional impressions.5,6,16,17 Other studies 
claimed that digital scanners are accurate when 
scanning half an arch, but when the scanning span 
increases they fail to produce superior accuracy 
than conventional impressions.8,12,18–21 These cases 
are preferably taken physically and then scanned 
extraorally to achieve the best results. 22–24 

Therefore, the aim of this study was to assess the 
accuracy in terms of trueness and precision of three 
impression techniques (conventional PVS, intraoral 
and extraoral scanning) for different span lengths of 
missing maxillary teeth.

Two null hypotheses were suggested for this 
study, the first one was that there would be no 
significant differences in the trueness of conventional 



ACCURACY OF CONVENTIONAL AND DIGITAL IMPRESSIONS AT DIFFERENT SPAN LENGTHS (3837)

and digital impression techniques for different 
span lengths of missing maxillary teeth and the 
second one was that there would be no significant  
differences in the precision of conventional and 
digital impression techniques for different span 
lengths of missing maxillary teeth.

MATERIALS AND METHODS

Three maxillary typodont models were prepared 
to simulate different span length zirconia bridges. 
The typodonts were divided into three groups 
according to the edentulous span length. Group 
S was modified by removing the right maxillary 
first molar to simulate a 3-unit short span posterior 
FPD. Group L was modified by removing the 
left maxillary second premolar and first molar to 
simulate a 4-unit long span posterior FPD. Group 
A was modified by removing the maxillary anterior 
two central and two lateral incisors simulating a 
6-unit long span anterior FPD.

For standardization purposes, the abutments 
were reduced using a dental surveyor (AF 30 
Nouvag AG, Switzerland) with a straight hand-piece 
and round-end diamond stone (No. z856 öko DENT, 
Germany) of known taper 6°.25 All the abutments 
were prepared following the principle guidelines 
of full coverage zirconia FPDs, with 1.5mm axial 
reduction, 2mm occlusal reduction, 1mm deep 
chamfer finish line, 0.5mm above the cervical line 
and 6° convergence angle.26,27 (Fig.1)

To obtain the reference models, each group was 
scanned once using the desktop scanner (InEos X5) 
and the scans were exported and saved into STL 
files. 

Each group (S, L, A) was subdivided into three 
equal subgroups according to the type of impression 
technique used. For subgroup C impressions 
were taken using conventional PVS (Elite HD+, 
Zhermack, Italy). For subgroup I impressions 
were taken using an intraoral scanner (CEREC 
Primescan) and for subgroup E impressions were 
taken using an extraoral scanner (Medit t300). Each 
group (S, L, A) received a total of 15 impressions, 5 
for every subgroup (n=5). (Table. 1)

The conventional PVS impressions (subgroup 
C) were taken with a metal stock tray using the two-
step-two-viscosity technique. The impressions were 
poured with type IV extra hard stone (Elite Rock, 
Zhermack, Italy) after one hour. The dental stone 
was vacuum mixed and poured under vibration as 
per the manufacturer’s recommendations. 28 After 
complete setting, the casts were removed and 
inspected visually for any defects or air bubbles. Any 
defected casts were discarded. The 15 poured casts 
were then digitized using the inEos X5 laboratory 
scanner to convert the physical impressions into 15 
STL files for testing.

For the intraoral scanning (subgroup I), the 
scanning technique was standardized for all scans as 

Fig. (1): Preparation of the 
abutments using a dental 
surveyor (AF 30 Nouvag 
AG, Switzerland) with a 
straight hand-piece and a 
round-end diamond stone. 
(No. z856 öko DENT, 
Germany), where A: 
represents the prepared 
second premolar and B: 
represents the prepared 
second molar.
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per the manufacturer’s instructions to be continuous, 
2-3mm away from the tooth’s surface, starting from 
the occlusal surface of the upper left second molar 
all the way to the right second molar, then capturing 
the palatal and interproximal regions followed by 
the buccal surface of the arch.29,30 After the scanning 
was complete, the virtual models were exported and 
saved as STL files. 

To help facilitate the extraoral scanning 
(subgroup E), the typodonts were placed on a clean 
dry surface and were sprayed according to the 
manufacturer’s instructions using Cerec optispray 
(Sirona, Bensheim, Germany) from a distance of 30 
cm, to ensure that all the surfaces of the scan model 
were  uniformly covered with powder.31 Once the 
models were sprayed they were scanned and saved 
as STL files.

Accuracy Measurement

For the trueness measurement, a reverse 
engineering software (Geomagic Control X, North 
Carolina, USA) was employed to superimpose the 
reference STL file of each group to each STL file of 
the five obtained from every subgroup. The reference 
(InEos X5 files) and measurement (impression 
technique files) data were imported to the geomagic 
window and trimmed to remove any data that was 
not related to the desired scan. First, the initial 
alignment was selected to ensure that the two model 
data sets were adjusted in an appropriate position 
and then the best fit alignment was chosen to certify 
that they were positioned in one common coordinate 
system with the least possible mean deviation.32,33 
When two scans were superimposed, the square of 
the phase difference between a number of points in 
3-D space was calculated. The sum of these squares 

TABLE (1): Sample Grouping

Impression Technique

Groups
Subgroup C (PVS)

Subgroup I 
(Intraoral)

Subgroup E 
(Extraoral)

Total

Group S (3-unit posterior bridge)
SC

n= 5
SI

n= 5
SE

n= 5
n=15

Group L (4-unit posterior bridge)
LC

n= 5
LI

n= 5
LE

n= 5
n=15

Group A (6-unit anterior bridge)
AC
n= 5

AI
n= 5

AE
n= 5

n=15

n=15 n=15 n=15 n=45

Fig. (2): Color difference map representing the deviation of the 3 spans from their control reference model, where A: represents the 
short span 3-unit bridge, B: represents the long span 4-unit bridge and C: represents the long span 6-unit bridge.
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was divided by the number of points, and the Root 
Mean Square Value (RMS) was calculated, which 
determines the deviation of the measurement scan 
from the reference scan. A high calculated RMS 
value indicates a large error while a low RMS value 
indicates a small error or deviation.32

The software calculates the RMS deviation value 
using the following equation.

Where n is the sum of points measured, X1,m is 
the measurement of the reference model and X2,m is 
the measurement of the tested model.

A color map was drawn with maximum deviation 
range of 0.5 mm and -0.5 mm minimum deviation 
with no specific tolerance. The green color region 
meant perfectly matching surface, the red color 
region (positive error) indicated that the test model 
was located above the reference model; model 
expansion and the blue color region (negative 
error) meant that the model was located below the 
reference model; model shrinkage.

All these steps were performed 5 times for every 
subgroup and 15 times for each group comparing 
them with their reference scan and a total of 45 
reports were generated. 

For the precision measurement, the calculation 
was done inside each group, where each scan in 
every subgroup was considered as the reference 
model and the other four scans were superimposed 
on it to produce a total of 10 reports in every 
subgroup, 30 reports in every group and 90 reports 
in total.34,35 Precision was measured in the same 
way trueness was calculated from data alignment to 
reports generation.

Statistical Analysis

Numerical data was explored for normality by 
checking the distribution of data and using tests 

of normality (Kolmogorov-Smirnov and Shapiro-
Wilk tests). For parametric data; one-way ANOVA 
test was used to compare between different span 
lengths. Repeated measures ANOVA test was 
used to compare between conventional and digital 
techniques. Bonferroni’s post-hoc test was used 
for pair-wise comparisons when ANOVA test is 
significant. For non-parametric data; Kruskal-Wallis 
test was used to compare between the span lengths. 
Friedman’s test was used to compare between 
conventional and digital techniques. Dunn’s test 
was used for pair-wise comparisons when Kruskal-
Wallis test is significant. The significance level was 
set at P ≤ 0.05. Statistical analysis was performed 
with IBM SPSS Statistics for Windows, Version 
22.0. Armonk, NY: IBM Corp.

RESULTS

Assessment of trueness (Table 2 and Fig. 3)

For the 3-unit and 4-unit posterior bridges; 
there was statistically significant difference 
between the three different impression techniques 
(P-value <0.001, Effect size = 0.870) and (P-value 
<0.001, Effect size = 0.821) respectively. Pair-wise 
comparisons between them revealed that Subgroup 
I (Primescan) showed the lowest mean trueness 
values and thus the best trueness. Subgroup C (PVS) 
showed lower mean trueness values than Subgroup 
E (Medit t300) which showed the highest mean 
trueness values and thus the worst trueness.

For the 6-unit anterior bridge; there was 
statistically significant difference between the 
three different impression techniques (P-value 
<0.001, Effect size = 0.630). Pair-wise comparisons 
between them revealed that Subgroup I (Primescan) 
showed the lowest mean trueness values and thus 
the best trueness, followed by Subgroup C (PVS) 
and Subgroup E (Medit t300). There was no 
statistically significant difference between Subgroup 
I (Primescan) and Subgroup C (PVS). 
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Assessment of precision (Table 3 and Fig. 4)

For the 3-unit posterior and the 6-unit anterior 
bridges; there was a statistically significant difference 
between the three different impression techniques 
(P-value <0.001, Effect size = 0.438) and (P-value 
<0.001, Effect size = 0.732), respectively. Pair-wise 
comparisons between them revealed that Subgroup 
E (Medit t300) showed the lowest mean precision 
value (least deviation and best precision). Subgroup 
I (Primescan) showed lower mean precision values 
than Subgroup C (PVS), which showed the highest 

mean precision values thus the most deviation and 
least precision.

While for 4-unit posterior bridges; there was a 
statistically significant difference between the three 
different impression techniques (P-value <0.001, 
Effect size = 0.327). Pair-wise comparisons between 
them revealed that there was no statistically signifi-
cant difference between Subgroup I (Primescan) and 
Subgroup C (PVS); both showed higher mean pre-
cision values than Subgroup E (Medit t300), which 
showed the least deviation and best precision. 

TABLE (2): Mean, standard deviation (±SD) values and results of two-way ANOVA test for comparison 
between trueness values (µm) with different interactions of variables

Bridge types

Subgroup C
(PVS)

Subgroup I
(Primescan)

Subgroup E
(Medit t300)

P-value 
(Between 

techniques)

Effect size 
(Partial eta 

squared)Mean ±SD Mean ±SD Mean ±SD

3-unit posterior bridge 42.87 BF 0.31 39.22 CD 1.82 78.71 AE 1.21 <0.001* 0.870

4-unit posterior bridge 53.79 BE 3.75 45.68 CF 0.93 80.28 AD 1.04 <0.001* 0.821

6-unit anterior bridge 74.32 BD 12.39 77.82 BE 1.73 94.88 AD 0.74 0.002* 0.630
P-value (between 

bridge types)
<0.001* <0.001* <0.001*

Effect size (partial eta 
squared)

0.782 0.857 0.529

*: Significant at P ≤ 0.05, 
A, B, C superscripts in the same row indicate statistically significant difference between impression techniques,
D, E, F superscripts in the same column indicate statistically significant difference between bridge types

TABLE (3): Mean, standard deviation (±SD) values and results of two-way ANOVA test for comparison 
between precision values (µm) with different interactions of variables

Bridge type
Subgroup C

(PVS)

Subgroup I

(Primescan)

Subgroup E

(Medit t300)
P-value 

(Between 
techniques)

Effect 
Size

Mean ±SD Mean ±SD Mean ±SD
3-unit posterior bridge 78.29 AD 5.38 66.75  BE 9.27 50.10 CE 10.74 <0.001* 0.438
4-unit posterior bridge 81.70 AE 8.28 73.94 AE 8.45 59.64 BD 7.05 <0.001* 0.327
6-unit anterior bridge 117.45 AD 8.44 92.04 BD 8.30 64.39 CD 3.55 <0.001* 0.732

P-value (Between 
bridge types)

<0.001* <0.001* 0.001*

Effect size (Partial eta 
squared)

0.646 0.397 0.170

*: Significant at P ≤ 0.05, 
A, B, C superscripts in the same row indicate statistically significant difference between impression techniques,
D, E superscripts in the same column indicate statistically significant difference between bridge types
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DISCUSSION

The purpose of this study was to assess the 
accuracy in terms of trueness and precision of three 
impression techniques (conventional PVS, intraoral 
and extraoral scanning) for different span lengths of 
missing maxillary teeth.

This study was conducted in vitro to standardize 
the experimental setting, which is harder to 
achieve in vivo due to the challenging intraoral 
environment.36,37

Acrylic typodonts (Nissin, Kyoto, Japan) were 
used to simulate a patient’s dental arch and to scan 
teeth with a refractive index close to that of natural 
teeth.25 

The conventional impression selected in 
this study was a PVS (Elite HD+, Zhermack, 
Italy) addition silicone as it allows for excellent 
reproduction of all details due to its hydrophilicity, 
high elastic recovery, dimensional stability and 
capacity to be poured multiple times from single 
impressions without distortion.38,39 

As previously mentioned, in order to determine 
the accuracy of an impression, it has to be compared 
to a reference dataset obtained from a highly 
accurate scanner. Therefore, in this study, the InEos 

X5 desktop scanner was selected as the reference 
because its accuracy was verified according to DIN 
EN ISO 12836.2015.40 Literature has also supported 
the use of inEos X5 as a reference and claimed it to 
be highly accurate due to its scanning technology 
(digital stripe light projection with blue light) and 
the premise that the scanning process is constant 
thus eliminating the human factor.41,42

The intraoral scanner used in this present study 
was the Cerec Primescan and was chosen because 
it is one of the latest systems introduced in the 
market using the new Cerec 5 software that allows 
processing up to 1,000,000 3D points per second. It 
is a video and photo based scanner that uses artificial 
intelligence and has a depth of scanning according 
to its manufacturer up to 20 mm.43 

The extraoral scanner selected in this study 
was the Medit Identica t300 and was chosen for its 
7μm accuracy along with its two cameras that use 
multiple blue LED lines for precise scanning.31

For standardization purposes, the abutment 
preparations were done using a dental surveyor 
with abrasive stones of known taper according 
to Mahdy et al.25 The preparations were done 
following the principle guidelines for full coverage 
zirconium restorations according to Praca et al26 in 

Fig. (3): Bar chart representing mean and ±standard deviation 
values for trueness (µm) with different interactions of 
variables.

Fig. (4): Bar chart representing mean and ± standard deviation 
values for precision (µm) with different interactions of 
variables
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comparison with those obtained by optical scanners 
with uncovered finish lines. Methods: Ten human 
teeth were prepared and forty zirconia crowns were 
fabricated from STL-datasets obtained from four 
dental scanners (n = 10 and Asaad et al27. A flat 
occlusal reduction was also done for all abutments 
as Hmaidouch et al44, found that copings with flat 
occlusal surfaces had better internal and marginal fit 
than anatomic ones.

The conventional PVS impressions were 
done using a two-step-two-viscosity technique as 
Kumar et al39 reported that the one-step impression 
technique produced less accurate results than the 
two-step impression technique.

After the stone casts were obtained, they were 
converted in to STL files using the reference scanner 
(inEos X5) instead of scanning the impressions as 
Keul et al45 stated that scanning the stone models 
produced more accurate results than directly 
scanning the impressions.

The scanning strategy was also standardized 
following the manufacturer’s instructions to be 
continuous with the scanner held horizontally and to 
start from the occlusal surfaces of posterior teeth as 
Muller et al29, Passos et al30each using 13 scanning 
strategies, obtaining 260 digital files (n = 10 per 
group, Oh et al46 and Gavounelis et al47 all stated that 
this technique yielded the best accuracy because it 
started at an area with well-defined morphology 
(occlusal surface of posterior teeth), so the arch’s 
span was registered early in the scanning process 
and all of the subsequent images were stitched using 
the best-fit algorithm which represented the best 
possible image overlap.

When scanning the typodonts using the intraoral 
scanner (Primescan), powder application was not 
necessary because according to the manufacturer, 
Primescan is a powder-less technique.48 While 
when using the extraoral scanner (Medit t300), the 
models were sprayed with Cerec Optispray powder. 
Powder application was recommended to reduce the 

reflections of shiny acrylic surfaces and therefore 
they were sprayed following the manufacturer’s 
instructions from a distance of 30 cm by using a 
ruler to verify the distance.31

There are various methods for assessing the 
accuracy of dental impressions. The 2D linear 
measurement of the dental arch geometries and the 
3D surface comparison by applying the principle 
of best fit alignment are examples. The linear 2D 
approach is preferred when the scannable surfaces 
have sharp edges or knots such as implant scan 
bodies, however for freeform surfaces such as teeth 
and anatomical structures, the 3D surface comparison 
approach is the one suggested. Therefore, it was 
chosen for this study, using the reverse engineering 
software (Control X, Geomagic 2018, USA) as Son 
et al32 stated that it is one of the most common and 
accurate 3D analysis software available.

Multiple 3D difference values could be obtained 
from a 3D analysis software, the Root Mean Square 
(RMS) value, the mean and absolute mean deviation 
values are all examples. In this study the RMS 
values were calculated because they are claimed 
to be more accurate than a general arithmetic mean 
value as they show an estimate of the average error 
in both positive and negative values.34,35,49

Both null hypotheses were rejected, as 
statistically significant difference was found 
between the different impression techniques for the 
different span lengths of missing teeth.

Regarding the different scan spans, the results of 
this study revealed that the 3-unit posterior bridge 
had the best trueness and precision, followed in 
descending order by the 4-unit posterior and the 
6-unit anterior bridges.

These results showed that span length is 
inversely proportional to accuracy and could be 
attributed to the scanner’s stitching mechanism. 
Digital scanners produce multiple single images that 
are merged together via stitching. When the scanned 

https://pubmed.ncbi.nlm.nih.gov/?term=Hmaidouch+R&cauthor_id=22141231
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area is flat and smooth such as the edentulous span, 
proper image alignment is difficult and is more 
prone to errors. Increasing the span length will 
further complicate the stitching which will result 
in progressive distortion and hence decreased 
accuracy.50–53

These results were in agreement with many 
previous studies; Mehl et al54,  stated that single 
tooth scanning using Cerec Bluecam was more 
accurate than half arch scanning. Additionally, Su 
and Sun37 noticed a decrease in scanning precision 
for both extraoral and intraoral scanners as the span 
increased. Similarly, Uhm et al55, compared the 
accuracy of inlay scans with 4 unit FPD and found 
that inlay’s accuracy was higher. Moreover, Vacsei 
et al56, revealed that for both direct and indirect 
digitization, the shorter the distance the more 
accurate the results. Also El Khodary et al57, stated 
that long span bridges have an adverse effect on 
accuracy and that trueness may be affected by the 
complexity and length of the scanning area. Finally, 
Celeghin et al58 and Fattouh et al13 also stated that 
as the scanning span increases, the amount of 
impression distortion increases.

Another reason that could have contributed to the 
difference in accuracy between the different bridge 
spans was the abutment type and morphology. 
Su and Sun37 and Rudolph et al59 found posterior 
abutments to show less deviation than anterior 
abutments when scanned digitally due to their lower 
preparation height and inclination. These findings 
were in agreement with the results of this study, 
as the lowest accuracy was recorded for the 6-unit 
anterior bridge. 

Regarding the different impression techniques, 
the best trueness was recorded by Primescan, 
followed in descending order by PVS and Medit 
t300. These results could be attributed to Primescan’s 
new scanning technology using the new CEREC 5 
software and the ongoing software and hardware 
advancements in the field of digital dentistry.13,60,61

These results were in accordance with Fattouh et 
al13 who stated that Primescan had the best trueness 
when compared with two IOSs (Trios 3, Planmeca 
Emerald) in relation to three posterior bridges (3, 4 
and 5 units) and they attributed their results to the 
fact that Primescan uses high-frequency contrast 
analysis and dynamic depth scan that can reach up to 
20mm. Additionally, it uses both a video and photo 
based imaging system. Some studies also showed 
that imaging system can influence the accuracy of 
the scanner.62,63 Jeong et al63, Yamamoto et al64 and 
Kim et al65 stated that digital impressions obtained 
by intraoral video scanners showed better accuracy 
for long span areas than those captured by single 
image scanners.

Schmidt et al60, found that the recently introduced 
Trios 4 and Primescan delivered more accurate 
results when compared to older IOSs (Trios3Cart 
and Trios4Pod) for full-arch digital impressions and 
attributed these findings to the newer and advanced 
IOS technology. While Haddadi et al61 and Ender et 
al21 found that the software version had significant 
impact on the accuracy of the IOS, with the recent 
version (Cerec 5) being more accurate.

In the present study, PVS showed lower trueness 
compared to Primescan but better trueness compared 
to Medit t300. The low trueness values could be 
attributed to PVS being a multi-step procedure. 
Every step from impression material setting, to 
impression removal, to stone material pouring and 
setting to extraoral digitization could contribute to 
the discrepancy of the impression.3,66,67 

Another reason that could have contributed to 
the low trueness values of PVS impressions was 
the usage of a stock tray instead of a custom tray.68 
Abdou et al68, stated that the use of custom trays 
reduced the bulk of the PVS material making them 
prone to irreversible material distortion.

In this study, Medit t300 showed the lowest 
trueness values and this could be related to the fact 
that it was the only group that received powder. 
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Placing a uniform layer of powder especially with 
an increased edentulous area, is challenging and 
is greatly affected by the operator’s skill.67,69,70 
Dehurtevent et al69, stated that experienced dentists 
achieved greater homogeneity and thinner coatings 
on crown preparation surfaces than inexperienced 
ones. Burde et al71 stated that uneven accumulation 
of powder on the surface of prepared teeth could have 
adverse effects on the cement space and marginal 
fitness of the restoration. Luthard et al72 reported 
that powder may lead to errors up to 40 µm. Ender 
et al67, stated that during scanning, the powdered 
surface is frequently disturbed mechanically which 
might result in scanning artifacts that could be 
responsible for restoration inaccuracies. Hyun-
Su oh et al73, observed that using a powder type 
instead of a liquid type scanning aid could lead to 
the accumulation of powder particles on the model 
surface forming a thicker coat that could contribute 
to some level of discrepancy. 

Therefore, in this study, the addition of powder 
that is highly impacted by human error and the 
constant insertion and removal of the model cast 
(mechanical disturbance) during scanning could 
have likely contributed to the low trueness values of 
the Medit t300 subgroup.

On the other hand, the best precision was 
recorded by Medit t300, followed by Primescan and 
then PVS, where statistically significant difference 
was found between all three impression techniques.

These results could be attributed to the scanning 
consistency of extraoral scanners as they are 
automated and not affected by human error.22,74–76 
They were in accordance with Flugge et al22 who 
stated that the extraoral scanner (D250) showed 
higher precision than the intraoral scanner (iTero). 
These results were also in agreement with Lee et al74 
who found that extraoral scanners were significantly 
more precise than intraoral ones in cross-arch 
scans and was attributed to the scanner’s scanning 
consistency, multiple cameras and movable plate 

that helps improve the scanning angle. However, 
the results were in disagreement with Schimizu 
et al76 who stated that the precision of extraoral 
scanner (D810) showed no statistically significant 
difference than IOSs (Omnicam and Trios) for 
single tooth scanning. These controversial results 
could be attributed to differences in the scanners 
and scanning fields investigated.

The lower accuracy values recorded for the 
6-unit anterior bridge in all subgroups (PVS, 
Primescan and Medit t300) could be attributed to 
the morphology of the canine abutment teeth. Jeon 
et al77, stated that canines have a  narrow and deep 
shape that resulted in more shadowing compared to 
premolar and molar abutments. 

Although the results were significantly different 
between all tested groups, they were all within the 
clinically acceptable accuracy range of 120μm or 
less.12–15,78

A direct comparison of the findings of this 
present study with those of other research may be 
difficult because of variations in the study protocol, 
differences in the scanning fields and scanners being 
investigated, the teeth materials being scanned, the 
scanning software being used and the 3D analysis 
software. Therefore, it is challenging to draw firm 
conclusions about the accuracy of various impression 
techniques based on individual studies. One of the 
limitations of this study was that it was conducted in-
vitro and not in-vivo as clinical conditions including 
patient’s movement, soft tissue movement, limited 
intraoral space, presence of bleeding and saliva 
might have had an adverse effect on the scanning 
accuracy. Also acrylic typodont models do not have 
the same refractive index as natural teeth. Another 
limitation was the use of a desktop scanner, not 
an industrial scanner, as industrial scanners are 
more powerful. In addition, only one type of each 
impression technique was used.
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CONCLUSION

Within the limitations of this study, the following 
could be concluded:

1.	 Increasing the span length reduced the trueness 
and precision of the three tested impression 
techniques.

2.	 Intraoral scanner (Primescan) showed the 
highest trueness. Extraoral scanner (Medit t300) 
showed the highest precision.

3.	 Regardless of the span length, all impression 
techniques used in this study showed acceptable 
levels of accuracy (120 µm or less).
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