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Abstract - SCADA systems contain many important components that communicate with each 

other through communication protocols designed for SCADA systems. This paper concerns 

distributed network protocol 3 (DNP3), which is considered a sufficient, trustworthy, and standard 

protocol for improving communications between multiple vendors. The vulnerabilities of this 

protocol form a disaster threat over the whole system, so this paper mentions these weakness points 

of this protocol. Also, the paper mentions the different types of attacks that exploit these 

vulnerabilities. So, it is necessary for researchers to continuously study mitigating these attacks 

without affecting the efficiency of the system. This goal is introduced in deep learning model 

algorithms dependent on neural networks. This paper introduces an ensemble deep learning 

algorithm (autoencoders) with decision tree (DT) multiple classification and support vector 

machine (SVM) multiple classification. After that, applying these two classifications models to a 

dataset to study the efficiency of each model and compares the results between each of them using 

performance metrics of deep learning algorithms and confusion matrixes which show the accuracy 

of each classifier. 

Keywords: DNP3, Autoencoders, Decision tree (DT) classification, Support vector machine 

(SVM) classification. 

 

1. INTRODUCTION  
Supervisory Control and Data Acquisition (SCADA) systems monitor and control devices of 

critical infrastructures, such as power, telecommunication, transportation, pipelines, chemicals, and 

manufacturing plants. Legacy SCADA systems are isolated networks, that made them safe from 

outer threats. Now the increasing connection of SCADA systems to the Internet, as well as corporate 

networks, introduces serious security issues. Reports in [1] show security incidents are increased in 

SCADA infrastructure, so security concerns are propagate compared with common IT networks due 

to the impact of safety of society. In [2] discuss the components of Supervisory Control and Data 

Acquisition (SCADA) systems and Distributed Control Systems (DCSs) and configuration for the 

system. This control systems support real time monitor and control devices. These systems consist 
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of central controller and assign devices such as sensors and actuators the data transfer between the 

components utilized communication protocols used in industrial operations.in [3] represent logical 

analysis for threats, attacks, and how to mitigate these attacks in SCADA field. In [4] show the 

requirements, and the characteristics of communication system technologies. In [5] provide the 

security requirements and treat the vulnerabilities. SCADA communication frameworks and show 

security points and solutions in [6]. Provide in [7] comprehensive overview according to attackers 

point to view the threats and vulnerabilities of the systems of SCADA. in [8] This communications 

protocols must support the real time application and not suffer from delay that affect the industrial 

operation, that represent challenge for security application for these systems. In [9] another 

challenge is the high cost for securing the application of SCADA that make the industrial 

applications care well with security application.  As a result, for these challenges, in [10] these make 

a disaster attack for the industrial application make it financial losses and losses in humanity souls. 

All the previous effects lead to secure the industrial system protocols [11], especially DNP 3 [12] 

protocol which using in most industrial environments as open and standard protocol. And for 

continuous changes in attacks there is need for training systems to detect the abnormal behavior 

using neural network [13] and deep learning [14] in industrial environments. So, this paper 

introduces an overview DNP3 protocol in section .2. After that in section .3 Provides vulnerabilities 

of this protocol. These vulnerabilities result in attacks which mentioned in section .4. besides that, 

in section .5. the paper introduces a dataset to apply the deep learning algorithms. Then in section 

.6 the paper provides model algorithm ensemble auto encoder for unbalanced data depends on neural 

networks with decision tree multiple classifications. In other hand section.7. Mentions the same 

algorithm depends on SVM multiple classifications. After that, in section .8 compares the results 

between these two algorithms by the metrics and confusion matrices for each classification which 

measure the efficiency of the model algorithms.   

 

2. DNP3 OVERVIEW 

DNP3 Distributed Network Protocol is produced in 1990s which standards-based 

communication protocol developed to enhance communications among systems, this layered 

protocol offers higher data-transfer [15] integrity than most communication protocols. These layers 

utilize OSI model as in DNP3 layers application layer, transport layer, and lower layers are 

considered as datalink and physical layer. Transport layer divides the message of application to 

segments compatible with data link frame size. Application layer: determine the role of message 

request message from master to slave or replay message from slave to master may be solicited 

message (which be determined request from master), or unsolicited message (that is update or alarm 

from slave). Figure 1. show the format of application layer. 

 

 

FIGURE 1. Application layer format 

 

Application control: divide the data size exceed the limit size of transport layer into packets by 

two flags show the first or last packet at the application layer, the second flag show the sequence 
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number of packets. Function code: the purpose of message replay message or request message. 

Internal indication contains some information about outstation in the replay message. 

 

3. Vulnerabilities of DNP3 Protocol 
A study in [16] makes classification of attacks according to the target and threat type summarized 

vulnerabilities of protocol in points: 

DNP3 is open protocol make devices connect with different protocols such as TCP, UDP, HTTP  

[17] this causes many ports to attack the protocol. 

DNP3 introduce an architecture allow remote access to depend on logical point to implement 

encryption and authentication, [18] this makes the data transfer in plain text. DNP3 does not support 

security model, the only remote security is the username and password for authentication in DNP3 

secure authentication version. In addition to all this device come with factory default for username 

and password this make easily penetrate the system using dictionary [19]. 

The protocol supports remote access to download configuration files to devices, reconfiguration, 

and restarting the devices. so, if the attacker penetrates the system may cause damage to the system 

[20]. 

  

4. ATTACKS ON DNP3 
Man-in-the-middle Attack: This attack snoops on or captures the traffic transfer between the 

master and slave devices. The attacker can also modify the packet and transmit it to the respective 

devices. 

Packet Modification and Injection Attack: The attacker can pick up the packet transferring 

between the master and slave device and may change its contents. 

Denial-of-Service (DOS) Attack: The attacker attempts to make a service or a network resource 

unavailable to its intended users, or it can temporarily interrupt or suspend the services of a host 

connected to the network by randomly sending unexpected messages. 

Replay Attack: The attacker can maliciously repeat or delay the valid message. 

Spoofing: the attacker gains an illegitimate advantage, which can distort the data. 

 

5. KDD Cup 1999 Dataset 
To test deep learning algorithms, we should implement this model algorithms and test them in 

real industrial control systems (ICS), but it is more difficult to stop real systems in an industrial 

environment, so we will try these algorithms on a real dataset and study the results. Kddcup99 is 

held in conjunction with KDD-99 The Fifth International Conference on Knowledge Discovery and 

Data Mining. Which considered as a network intrusion detector, a predictive model capable of 

defining attacks, and ` normal connections [21]. This database contains a standard set of data to be 

audited, which includes a wide variety of intrusions simulated in a military network environment.  

This dataset contains 42 features with a total of 494021 observations and we will define the nature 

of the attack using autoencoders algorithms with DT multiple classifications and SVM multiple 

classifications. 
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In this paper we will use the Python 3.0 programming language for processing and applying 

analysis on dataset with Google Collab editor [22]. 

After processing and removing the inconsistent data from the dataset we get 42 attributes with 

145586 instances.  

Table 1. shows the count of Normal, and attacks categorizes. 

category Nature of category count 

Normal Normal 87832 

DOS (Denial of service) Attack 54572 

Prob Attack 2131 

R2L (Root to local) Attack 999 

U2R (User to root attack) Attack 52 

 

6. Auto encoder algorithm with DT multiple classification  
A deep learning model that works with raw imbalanced datasets [23], which is considered a 

challenge to determine the attack from normal data [24]. The suggested solution makes a new 

balanced form from a raw dataset and passes it to an ensemble deep learning model for classification. 

The deep learning model consists of multiple unsupervised stacked auto encoders (SAE), which are 

considered a neural network to get a compressed representation of raw data. Then the encoders play 

a role in data preparation by being used to train the model [25]. So, we apply multiple autoencoders 

(AE) to extract a new form from unlabeled data to gather distinct patterns. Then, the result from 

each SAE is passed to a deep neural network (DNN) via a super vector and concatenated using a 

fusion activation vector. Lastly, a DT is used, as a binary classifier to identify attacks from the newly 

merged forms. The schematic of the proposed model is presented in Fig.2. 

 

FIGURE 2. deep learning model with decision tree multiple classifications. 
 

An ensemble deep representation-learning model based on SAE to enhance the overall 

performance of the model. This is achieved by extracting an equal and balanced set and transferring 

it to multiple AEs. The input sample 𝑥 in a sample set 𝑋 corresponding to the hidden layer is 

represented in the following equation 
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f(xi) =   u (r1xi + c1)                                                                             (1) 

r and c represent the weight matrix of neurons and the bias vector of all neurons between the 

input and hidden layers, respectively [26], u is a function of the hidden layer used after beginning 

the training process by updating the next input layer to construct a set of stacked multi-layer AEs. 

To enhance the performance of each AE, a layer is added to develop the generalization of the model 

by reducing the dependence of the output on a specific set of parameters. Also, the number of nodes 

and layers was selected through cross-validation of various networks with critical analysis of loss 

history and validation accuracy. Binary Cross-Entropy (BCE) is used as the cost function. 

j =  − 
1

m
∑yi log ( p(y

m

i=1

 i)) + (1 − yi). log(1 − p(yi))                  (2) 

Where m is the number of samples, yI is the attack value, p(yI) the probability of an attack 

sample. When the new representations are generated from the imbalanced dataset, they are passed 

to an ensemble of data neural networks (DNN) to detect normal from abnormal behaviors. The 

results from each DNN are then concatenated via a super vector using a fusion activation function. 

The fusion activation function of the sigmoid layer is 

L =  ∑yi log(qi) . ws + (1 − yi

m

i=1

) log(1 − qi) . wl                                            (3) 

Where yI is the label of the i_th sample, qI is the prediction of i_th, ws is the weight of the 

unstable sample, wl is the weight of stable sample. And passed on to a decision tree (DT) to detect 

the nature of the newly collected data. 

 

 

7. Autoencoder with SVM Multiple classification  
SVM in [27], and [28] is a large margin classifier of capacity (n)  are divided by an (n + 1) 

dimensional hyperplane in such a way  that each item has the maximal possible distance from  the 

grouping hyperplane. The instances are noted as groups. 

(Ai , Bi) , i = 1, … , n, B ∈ {−1,1}                                                       (4) 
A is a vector describing an instance of data in an n-dimensional feature space. B describes the 

attribution of the instance as belonging to one of two classes, while n is the number of instances. 

First, the SVM is trained with a labelled set of instances. It is a supervised classification method, 

meaning the training set needs to contain information about the correct classes. After training, the 

attribution of the test and productive data is produced by the signum function, as shown in (5). w is 

the normal vector of the separator hyperplane; d is the offset from the hyperplane. 

Bi = sgn(w, Ai − d)                                                                            (5) 
When applying SVMs, obtaining a linear hyperplane to split the data set is desirable.  

Figure 3 shows the previous model when using SVM classification instead of a decision tree. 
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FIGURE 3. deep learning model with SVM multiple classifications. 

 

8. comparison results 
To test these algorithms, we should implement this model and test them in real industrial control 

systems (ICS), but it is more difficult to stop real systems in an industrial environment, so we will 

try these algorithms using the Python 3.0 programming language and Google Collab editor [22] on 

the dataset by dividing it into a training portion to train the system and a testing portion to test the 

accuracy of the system. The results of the metrics [29] and the confusion matrices will determine 

the performance of each algorithm. 

When it comes to the security of ICSs, the concern revolves around detecting cyber-attacks while 

achieving high scores on imbalanced datasets, thereby minimizing the rate of false alarms. As with 

standard machine learning metrics, which are measured by their values, TP represents the number 

of correct attack instances, TN is the number of correct analyses of normal instances, FP is the 

number of incorrect analyses of normal instances as attacks, and FN is the number of incorrect 

classifications of attacks as normal instances. The performance of machine learning is determined 

by some of metrics: 

Accuracy(A): the Ratio of samples analyzed correctly over the dataset 

A = 
TP + TN

TP + TN + FP + FN
                                                                 (6) 

Precision(P): the percentage of analyzed positive samples. 

P =  
TP

TP + FP
                                                                                        (7) 

 

Recall(R): the ratio of predicted positive samples over the total 

R =
TP

TP + FN
                                                                                         (8) 

F1 Score (F1): the Harmonic mean of precision and recall represent equal balance between R, P 

which important for imbalanced data. 

 F1 =  
2 ∗ TP

2 ∗ TP + FN + FP
                                                                      (9) 
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(a) (b) 

(d) (c) 

Figure 4 shows f1 score, accuracy, precision, and recall of the auto encoder algorithm with 

decision tree classification rather than SVM classification by changing the size of the training and 

testing datasets. 

 

 

 

 

FIGURE 4. shows the characteristics for 

performance in (a) F1 score, (b) accuracy,  

                     

(c)  

precision, and (d) recall. 

 

In the other hand we need to know the count of samples which were classified correctly by these 

models was showed in the confusion matrixes in figures 5,6,7,8,9,10,11,12,13 for each algorithm 

which provide the number of testing samples which predicted correctly for each classification by 

changing the size of training dataset and testing set. 
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DOS 2701 10 0 51 0
Normal 3 4069 0 287 9
Probe 0 13 90 0 0
R2L 0 2 0 42 0
U2R 0 1 0 1 1

DOS Normal Probe R2L U2R
    Predicted label ]
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DOS 2760 2 0 0 0
Normal 0 4368 0 0 0
Probe 0 1 102 0 0
R2L 0 1 0 43 0
U2R 0 1 0 0 2

DOS Normal Probe R2L U2R
           Predicted label ]

 
 
 
 
 
 

 

(a)                                                                                              (b) 

Figure 5. shows confusion matrixes for (a) SVM, and (b) DT with 5% testing samples. 
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DOS 5417 16 0 133 0
Normal 26 8510 0 173 4
Probe 4 14 189 0 0
R2L 0 6 0 82 1
U2R 0 4 0 0 0

DOS Normal Probe R2L U2R
        Predicted label ]
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DOS 5544 2 0 0 0
Normal 1 8707 2 2 1
Probe 0 2 205 0 0
R2L 0 1 0 88 0
U2R 0 2 0 0 2

DOS Normal Probe R2L U2R
            Predicted label ]

 
 
 
 
 
 

 

(a)                                                                                           (b) 

Figure 6. shows confusion matrixes for (a) SVM, and (b) DT with 10 % testing samples. 
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DOS 8099 171 0 0 0
Normal 227 12879 2 3 0
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             Predicted label ]
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DOS 8268 2 0 0 0
Normal 2 13105 1 2 1
Probe 0 3 322 0 0
R2L 0 3 0 122 0
U2R 0 4 0 0 3

DOS Normal Probe R2L U2R
             Predicted label ]

 
 
 
 
 
 

 

(a)                                                                                          (b) 

Figure 7. shows confusion matrixes for (a) SVM, and (b) DT with 15 % testing samples. 
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DOS 10890 3 0 1 0
Normal 2 17592 8 5 3
Probe 0 3 431 0 0
R2L 0 5 0 167 0
U2R 0 4 0 0 4

DOS Normal Probe R2L U2R
               Predicted label ]

 
 
 
 
 
 

 

(a)                                                                                            (b) 

Figure 8. shows confusion matrixes for (a) SVM, and (b) DT with 20 % testing samples. 
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DOS 13433 30 1 165 0
Normal 371 21540 4 64 1
Probe 47 18 473 11 0
R2L 0 55 0 175 0
U2R 0 9 0 0 0

DOS Normal Probe R2L U2R
                 Predicted label ]
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DOS 13623 4 1 1 0
Normal 3 21962 5 7 3
Probe 0 2 547 0 0
R2L 0 3 0 227 0
U2R 0 4 0 0 5

DOS Normal Probe R2L U2R
                 Predicted label ]

 
 
 
 
 
 

 

(a)                                                                                               (b) 

Figure 9. shows confusion matrixes for (a) SVM, and (b) DT with 25 % testing samples. 
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R2L 0 28 0 251 0
U2R 0 11 0 0 0

DOS Normal Probe R2L U2R
                 Predicted label ]

 
 
 
 
 
 

    

[
 
 
 
 
 
 

     

DOS 16301 4 0 1 0
Normal 4 26404 9 8 6
Probe 3 5 641 0 0
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                 Predicted label ]

 
 
 
 
 
 

 

(a)                                                                                              (b) 

Figure 10. shows confusion matrixes for (a) SVM, and (b) DT with 30 % testing samples. 
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DOS 18560 454 1 8 0
Normal 9 30690 4 132 1
Probe 11 61 688 0 0
R2L 0 74 0 251 0
U2R 0 12 0 0 0

DOS Normal Probe R2L U2R
               Predicted label ]
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Normal 3 30812 10 9 2
Probe 2 5 753 0 0
R2L 0 8 0 317 0
U2R 0 5 0 0 7

DOS Normal Probe R2L U2R
               Predicted label ]

 
 
 
 
 
 

 

(a)                                                                                            (b) 

Figure 11. shows confusion matrixes for (a) SVM, and (b) DT with 35 % testing samples. 
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               Predicted label ]

 
 
 
 
 
 

 

(a)                                                                                            (b) 

Figure 12. shows confusion matrixes for (a) SVM, and (b) DT with 40 % testing samples. 
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               Predicted label ]

 
 
 
 
 
 

 

(a)                                                                                            (b) 

Figure 13. shows confusion matrixes for (a) SVM, and (b) DT with 45 % testing samples. 

 

The confusion matrices show that DT classification predicted samples correctly more than SVM 

classification. In addition to that DT classification take less time than SVM which is needed in 

industrial environments. 

 

9. Conclusion 
In SCADA systems, we must be concerned with the data transferring without any change or 

delay. And DNP3 is considered a standard protocol for communication in SCADA systems where 

speed and future propagation are concerned, so this paper tries to mitigate the weaknesses of this 

protocol without affecting the time delay related to this treatment. Also, it must face new attacks 

each day with the raw data in the SCADA systems, which direct the researchers to the deep learning 

machine. So, this paper introduces deep learning models with multiple classification methods and 

shows that DT classification has higher performance than SVM classification. These multiple 

classifications provide more information with attack samples which lead to determine the nature of 

the attack. With the systems being trained continuously, this will lead to improve the system security 

performance. 
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