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#### Abstract

We present existence theorems for coupled systems of the famous Chandrasekhar's quadratic integral equation which has numerous application (cf. [1], [2], [3] and [12]). It arose originally in connection with scattering through a homogeneous semi- infinite plane atmosphere [12].


## 1. Introduction

Systems occur in various problems of applied nature, for instance, see ([9]-[11], [26], [27] and [24]). Recently, Su [31] discussed a two-point boundary value problem for a coupled system of fractional differential equations. Gafiychuk et al. [32] analyzed the solutions of coupled nonlinear fractional reaction-diffusion equations. The solvability of the coupled systems of integral equations in reflexive Banach space proved in [20]-[22]. Also, a comparison between the classical method of successive approximations (Picard) method and Adomian decomposition method of coupled system of quadratic integral equations proved in [23].

In this paper, the existence of at least one continuous solution for the coupled system of quadratic integral equation of Chandrasekhar's type

$$
\begin{align*}
x(t) & =a_{1}(t)+y(t) \int_{0}^{1} \frac{t \lambda_{1} \phi_{1}(s)}{t+s} y(s) d s, t \in I  \tag{1}\\
y(t) & =a_{2}(t)+x(t) \int_{0}^{1} \frac{t \lambda_{2} \phi_{2}(s)}{t+s} x(s) d s, t \in I,
\end{align*}
$$

will be proved, where $\lambda_{i}, i=1,2$ are positive constants, $I=[0,1]$ and $\phi_{i}, i=1,2$ are essentially bounded functions need not be continuous.

Quadratic integral equations are often applicable in the theory of radiative transfer, the kinetic theory of gases, the theory of neutron transport, the queuing theory and the traffic theory. Especially, the so-called quadratic integral equation

[^0]of Chandrasekhar's type can be very often encountered in many applications [1]. Many authors studied the existence of solutions for several classes of nonlinear quadratic integral equations (see e.g. [1]-[8] and [14]-[15]. However, in most of the above literature, the main results are realized with the help of the technique associated with the measure of noncompactness. Instead of using the technique of measure of noncompactness we use Tychonoff fixed point theorem. The existence of continuous solutions for some quadratic integral equations was proved by using Schauder-Tychonoff fixed point theorem [30].
Also, the existence of some coupled systems of Chandrasekhar's integral equations will be considered as applications.

The existence of the well-known Chandrasekar's integral equation

$$
x(t)=1+x(t) \int_{0}^{1} \frac{t \lambda \phi(s)}{t+s} x(s) d s, t \in I
$$

was proved under certain assumption that the so- called characteristic function $\phi$ is an even polynomial in $s$ [12]. For such characteristic function, it is known that the result solutions can be expressed in terms of Chandrasekar's $H$ - function [12]. This function is immediately related to the angular pattern or single scattering . In astrophysical applications of the Chandraskar's equation the only restriction, that $\int_{0}^{1} \phi(s) d \leq 1 / 2$ is treated a necessary condition in [14].

The proof of the main result will be based on the following fixed-point theorem.
Theorem 1. (Schauder Fixed Point Theorem)[13].
Let $Q$ be a nonempty, convex, compact subset of a Banach space $X$, and $T: Q \rightarrow$ $Q$ be a continuous map. Then $T$ has at least one fixed point in $Q$.

Let $\mathbb{R}$ be the set of real numbers whereas $I=[0,1]$. Let $L_{1}=L_{1}[0,1]$ be the class of Lebesgue integrable functions on $I$ with the standard norm.

## 2. Main Theorem

Now, the coupled system (1) will be investigated under the assumptions:
(i) $a_{i}: I \rightarrow \mathbb{R}, i=1,2$ are continuous and bounded with $M_{i}=\sup _{t \in I}\left|a_{i}(t)\right|$.
(ii) $\quad \phi_{i}: I \rightarrow \mathbb{R}, i=1,2$ are two functions in $L_{\infty}$.

Let $C(I)$ be the class of all real functions defined and continuous on $I$ with the norm

$$
\|x\|=\max \{|x(t)|: t \in I\}
$$

Now, We define the Banach space $X=\{x(t) \mid x(t) \in C(I)\}$ endowed with the norm
$\|x\|_{X}=\max _{t \in I}|x(t)|, \quad Y=\{y(t) \mid y(t) \in C(I)\} \quad$ endowed with the norm $\quad\|y\|_{Y}=$ $\max _{t \in I}|y(t)|$. For $(x, y) \in X \times Y$, let $\|(x, y)\|_{X \times Y}=\max \left\{\|x\|_{X},\|y\|_{Y}\right\}$. Clearly, $\left(X \times Y,\|(x, y)\|_{X \times Y}\right)$ is a Banach space.

Define the operator $T$ by

$$
T(x, y)(t)=\left(T_{1} y(t), T_{2} x(t)\right)
$$

where

$$
\begin{aligned}
& T_{1} y(t)=a_{1}(t)+y(t) \int_{0}^{1} \frac{\lambda_{1} t \phi_{1}(s)}{t+s} y(s) d s, t \in I \\
& T_{2} x(t)=a_{2}(t)+x(t) \int_{0}^{1} \frac{\lambda_{2} t \phi_{2}(s)}{t+s} x(s) d s, t \in I
\end{aligned}
$$

Theorem 2. Let the assumptions (i) and (ii) be satisfied. If $4 M_{i} \lambda_{i}\left\|\phi_{i}\right\|_{L_{\infty}} \leq$ $1, i=1,2$, then the coupled system of quadratic integral equations of Chandrasekar's type (1) has at least one solution in $X \times Y$.

## Proof.

Define

$$
U=\left\{u=(x(t), y(t)) \mid(x(t), y(t)) \in X \times Y:\|x\|_{X} \leq r_{2},\|y\|_{Y} \leq r_{1}\right\}
$$

Let $r=\max \left\{r_{1}, r_{2}\right\}$. Then for $(x, y) \in U$, we have

$$
\begin{gathered}
\left|T_{1} y(t)\right| \leq\left|a_{1}(t)\right|+|y(t)| \int_{0}^{1} \frac{\lambda_{1} t\left|\phi_{1}(s)\right|}{t+s}|y(s)| d s \\
\quad \leq M_{1}+r_{1}^{2} \lambda_{1}\left\|\phi_{1}\right\|_{L_{\infty}},\|y\|_{Y}=\max _{t \in I}|y(t)|=r_{1}
\end{gathered}
$$

Now

$$
\left\|T_{1} y(t)\right\| \leq M_{1}+r_{1}^{2} \lambda_{1}\left\|\phi_{1}\right\|_{L_{\infty}} \leq r_{1}
$$

implies that $\quad r_{1}=\frac{1+\sqrt{1-4 M_{1} \lambda_{1}\left\|\phi_{1}\right\|_{L_{\infty}}}}{2 \lambda_{1}\left\|\phi_{1}\right\|_{L_{\infty}}}$.
By a similar way we can deduce that

$$
\left\|T_{2} x(t)\right\| \leq M_{2}+r_{2}^{2} \lambda_{2}\left\|\phi_{2}\right\|_{L_{\infty}} \leq r_{2}
$$

where $r_{2}=\frac{1+\sqrt{1-4 M_{2} \lambda_{2}\left\|\phi_{2}\right\|_{L_{\infty}}}}{2 \lambda_{2}\left\|\phi_{2}\right\|_{L_{\infty}}}$.
Since $1-4 M_{i} \lambda_{i}\left\|\phi_{i}\right\|_{L_{\infty}} \geq 0$, then $r_{i}, i=1,2$ are positive.
Therefore,
$\|T u(t)\|=\|T(x, y)(t)\|=\left\|\left(T_{1} y(t), T_{2} x(t)\right)\right\|=\max _{t \in I}\left\{\left\|T_{1} y(t)\right\|,\left\|T_{2} x(t)\right\|\right\} \leq r$
then, for every $u=(x, y) \in U$ we have $T u \in U$ and hence $T U \subset U$.
It is clear that the set $U$ is nonempty, bounded, closed and convex.
Also, the operator $T: U \rightarrow C(I) \times C(I)$ is a continuous operator. Now, for $u=(x, y) \in U$, and for each $t_{1}, t_{2} \in I$ (without loss of generality assume that $0<t_{1}<t_{2}$, ) we get

$$
\begin{aligned}
& \left(T_{2} x\right)\left(t_{2}\right)-\left(T_{2} x\right)\left(t_{1}\right)=a_{2}\left(t_{2}\right)-a_{2}\left(t_{1}\right) \\
& \quad+x\left(t_{2}\right) \int_{0}^{1} \frac{\lambda_{2} t_{2} \phi_{2}(s)}{t_{2}+s} x(s) d s-x\left(t_{1}\right) \int_{0}^{1} \frac{\lambda_{2} t_{2} \phi_{2}(s)}{t_{2}+s} x(s) d s \\
& \quad+x\left(t_{1}\right) \int_{0}^{1} \frac{\lambda_{2} t_{2} \phi_{2}(s)}{t_{2}+s} x(s) d s-x\left(t_{1}\right) \int_{0}^{1} \frac{\lambda_{2} t_{1} \phi_{2}(s)}{t_{1}+s} x(s) d s \\
& \quad \leq a_{2}\left(t_{2}\right)-a_{2}\left(t_{1}\right)+\left[x\left(t_{2}\right)-x\left(t_{1}\right)\right] \int_{0}^{1} \frac{\lambda_{2} t_{2} \phi_{2}(s)}{t_{2}+s} x(s) d s \\
& \quad+x\left(t_{1}\right)\left[\int_{0}^{1} \frac{\lambda_{2} t_{2} \phi_{2}(s)}{t_{2}+s} x(s) d s-\int_{0}^{1} \frac{\lambda_{2} t_{1} \phi_{2}(s)}{t_{1}+s} x(s) d s\right]
\end{aligned}
$$

but $t_{1}<t_{2} \Rightarrow t_{1}+s<t_{2}+s \Rightarrow \frac{1}{t_{1}+s}>\frac{1}{t_{2}+s} \Rightarrow-\frac{1}{t_{1}+s}<-\frac{1}{t_{2}+s}$.
Then

$$
\begin{gathered}
\int_{0}^{1} \frac{\lambda_{2} t_{2} \phi_{2}(s)}{t_{2}+s} x(s) d s-\int_{0}^{1} \frac{\lambda_{2} t_{1} \phi_{2}(s)}{t_{1}+s} x(s) d s \leq \int_{0}^{1} \frac{\lambda_{2} \phi_{2}(s) t_{2}}{t_{2}+s} x(s) d s-\int_{0}^{1} \frac{\lambda_{2} \phi_{2}(s) t_{1}}{t_{2}+s} x(s) d s \\
\leq\left(t_{2}-t_{1}\right) \int_{0}^{1} \frac{\lambda_{2} \phi_{2}(s)}{t_{2}+s} x(s) d s \leq\left(t_{2}-t_{1}\right) r_{2} \lambda_{2}\left\|\phi_{2}\right\|_{L_{\infty}} \ln \left(t_{2}+1\right) \\
\leq\left(t_{2}-t_{1}\right) r_{2} \lambda_{2}\left\|\phi_{2}\right\|_{L_{\infty}} \ln 2
\end{gathered}
$$

Then

$$
\left|\int_{0}^{1} \frac{\lambda_{2} t_{2} \phi_{2}(s)}{t_{2}+s} x(s) d s-\int_{0}^{1} \frac{\lambda_{2} t_{1} \phi_{2}(s)}{t_{1}+s} x(s) d s\right| \leq r_{2} \lambda_{2}\left\|\phi_{2}\right\|_{L_{\infty}}\left|t_{2}-t_{1}\right| \ln 2
$$

Then we get

$$
\begin{aligned}
\left|\left(T_{2} x\right)\left(t_{2}\right)-\left(T_{2} x\right)\left(t_{1}\right)\right| & \leq\left|a_{2}\left(t_{2}\right)-a_{2}\left(t_{1}\right)\right|+\lambda_{2}\left\|\phi_{2}\right\|_{L_{\infty}}\left|x\left(t_{2}\right)-x\left(t_{1}\right)\right| \int_{0}^{1} \frac{t_{2}}{t_{2}+s}|x(s)| d s \\
& +r_{2}\left\|\phi_{2}\right\|_{L_{\infty}} \lambda_{2}\left|t_{2}-t_{1}\right|\left|x\left(t_{1}\right)\right| \ln 2
\end{aligned}
$$

i.e.,
$\left|\left(T_{2} x\right)\left(t_{2}\right)-\left(T_{2} x\right)\left(t_{1}\right)\right| \leq\left|a_{2}\left(t_{2}\right)-a_{2}\left(t_{1}\right)\right|+\lambda_{2} r_{2}| | \phi_{2}\left\|_{L_{\infty}}\left|x\left(t_{2}\right)-x\left(t_{1}\right)\right|+r_{2}^{2} \lambda_{2}\right\| \phi_{2} \|_{L_{\infty}}\left|t_{2}-t_{1}\right| \ln 2$ As done above we can obtain
$\left|\left(T_{1} y\right)\left(t_{2}\right)-\left(T_{1} y\right)\left(t_{1}\right)\right| \leq\left|a_{1}\left(t_{2}\right)-a_{1}\left(t_{1}\right)\right|+\lambda_{1} r_{1}\left\|\phi_{1}\right\|_{L_{\infty}}\left|y\left(t_{2}\right)-y\left(t_{1}\right)\right|+r_{1}^{2} \lambda_{1}\left\|\phi_{1}\right\|_{L_{\infty}}\left|t_{2}-t_{1}\right| \ln 2$
Now, from the definition of the operator $T$, we get

$$
\begin{aligned}
T u\left(t_{2}\right)-T u\left(t_{1}\right) & =T(x, y)\left(t_{2}\right)-T(x, y)\left(t_{1}\right) \\
& =\left(T_{1} y\left(t_{2}\right), T_{2} x\left(t_{2}\right)\right)-\left(T_{1} y\left(t_{1}\right), T_{2} x\left(t_{1}\right)\right) \\
& =\left(T_{1} y\left(t_{2}\right)-T_{1} y\left(t_{1}\right), T_{2} x\left(t_{2}\right)-T_{2} x\left(t_{1}\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\|T u\left(t_{2}\right)-T u\left(t_{1}\right)\right\|=\max _{t_{1}, t_{2} \in I}\left\{\left\|T_{1} y\left(t_{2}\right)-T_{1} y\left(t_{1}\right)\right\|,\left\|T_{2} x\left(t_{2}\right)-T_{2} x\left(t_{1}\right)\right\|\right\} \\
& \leq\left|a_{1}\left(t_{2}\right)-a_{1}\left(t_{1}\right)\right|+\left|a_{2}\left(t_{2}\right)-a_{2}\left(t_{1}\right)\right|+\lambda_{2} r_{2}\left\|\phi_{2}\right\|_{L_{\infty}}\left|x\left(t_{2}\right)-x\left(t_{1}\right)\right|+r_{2}^{2}\left\|\phi_{2}\right\|_{L_{\infty}} \lambda_{2}\left|t_{2}-t_{1}\right| \ln 2 \\
& \quad+\lambda_{1} r_{1}\left\|\phi_{1}\right\|_{L_{\infty}}\left|y\left(t_{2}\right)-y\left(t_{1}\right)\right|+r_{1}^{2} \lambda_{1}\left\|\phi_{1}\right\|_{L_{\infty}}\left|t_{2}-t_{1}\right| \ln 2
\end{aligned}
$$

Hence

$$
\left|t_{2}-t_{1}\right|<\delta \Longrightarrow\left\|T u\left(t_{2}\right)-T u\left(t_{1}\right)\right\|<\varepsilon(\delta)
$$

This means that the functions of $T U$ are equi-continuous on $I$. Then by the Arzela-Ascoli Theorem [13] the closure of $T U$ is compact subset of $X \times Y$.
Since all conditions of the Schauder Fixed-point Theorem 1 hold, then $T$ has a fixed point in $U$.
It remains to prove the continuity of the solution $u=(x, y)(t)$ of the coupled system (1). For $t, t_{0} \in I$ we have

$$
\begin{aligned}
u(t)-u\left(t_{0}\right) & =(x, y)(t)-(x, y)\left(t_{0}\right) \\
& =(x(t), y(t))-\left(x\left(t_{0}\right), y\left(t_{0}\right)\right) \\
& =\left(x(t)-x\left(t_{0}\right), y(t)-y\left(t_{0}\right)\right)
\end{aligned}
$$

and

$$
\begin{gathered}
\left\|u(t)-u\left(t_{0}\right)\right\|=\max _{t_{0}, t \in I}\left\{\left\|y(t)-y\left(t_{0}\right)\right\|,\left\|x(t)-x\left(t_{0}\right)\right\|\right\} \\
\leq\left|a_{1}(t)-a_{1}\left(t_{0}\right)\right|+\left|a_{2}(t)-a_{2}\left(t_{0}\right)\right|+\lambda_{2} r_{2}\left\|\phi_{2}\right\|_{L_{\infty}}\left|x(t)-x\left(t_{0}\right)\right|+r_{2}^{2}\left\|\phi_{2}\right\|_{L_{\infty}} \lambda_{2}\left|t-t_{0}\right| \ln 2
\end{gathered}
$$

$$
+\lambda_{1} r_{1}\left\|\phi_{1}\right\|_{L_{\infty}}\left|y(t)-y\left(t_{0}\right)\right|+r_{1}^{2} \lambda_{1}\left\|\phi_{1}\right\|_{L_{\infty}}\left|t-t_{0}\right| \ln 2
$$

Hence

$$
\left|t-t_{0}\right|<\delta \Longrightarrow\left\|u(t)-u\left(t_{0}\right)\right\|<\varepsilon(\delta)
$$

This proves that the solution of the coupled system (1) is continuous. which completes the proof.

## 3. Applications

As a particular case of Theorem 2 we can obtain an existence theorem for the coupled system of the well-known Chandrasekar's integral equations

$$
\begin{align*}
& x(t)=1+y(t) \int_{0}^{1} \frac{t \lambda_{1} \phi_{1}(s)}{t+s} y(s) d s, t \in I \\
& y(t)=1+x(t) \int_{0}^{1} \frac{t \lambda_{2} \phi_{2}(s)}{t+s} x(s) d s, t \in I \tag{2}
\end{align*}
$$

Theorem 3. Let $\phi_{i}, i=1,2$ be two functions in $L_{\infty}$. If $4 \lambda_{i}\left\|\phi_{i}\right\|_{L_{\infty}} \leq 1, i=$ 1,2 , then the coupled system of Chandrasekar's integral equations (2) has at least one solution in $X \times Y$.

## Proof:

The proof straight forward as done in the proof of theorem 2 where

$$
a_{1}(t)=a_{2}(t)=1 \Rightarrow M_{1}=M_{2}=1
$$

Then $r_{i}=\frac{1+\sqrt{1-4 \lambda_{i}\left\|\phi_{i}\right\|_{L_{\infty}}}}{2 \lambda_{i}\left\|\phi_{i}\right\|_{L_{\infty}}}, i=1,2$ and hence $r=\max \left\{r_{1}, r_{2}\right\}$.
Since $1-4 \lambda_{i}\left\|\phi_{i}\right\|_{L_{\infty}} \geq 0$, then $r_{i}, i=1,2$ are positive.

## Remark:

In case of $\lambda_{i}=1, i=1,2$. Then $\left\|\phi_{i}\right\|_{L_{\infty}} \leq \frac{1}{4}$ and $r_{i} \leq 4, i=1,2$.
Therefore, the coupled system (1) with $\left(M_{i}=1\right.$ and $\left.\lambda_{i}=1, i=1,2\right)$

$$
\begin{aligned}
& x(t)=1+y(t) \int_{0}^{1} \frac{t \phi_{1}(s)}{t+s} y(s) d s, t \in I \\
& y(t)=1+x(t) \int_{0}^{1} \frac{t \phi_{2}(s)}{t+s} x(s) d s, t \in I
\end{aligned}
$$

has at least one solution in

$$
\left\{u=(x(t), y(t)) \mid(x(t), y(t)) \in X \times Y:\|(x, y)\|_{X \times Y} \leq 4\right\}
$$

## Example 1:

Consider the following coupled system of Chandrasekar's integral equations

$$
\begin{align*}
& x(t)=1+\frac{1}{10} y(t) \int_{0}^{1} \frac{s t}{t+s} y(s) d s, t \in I  \tag{3}\\
& y(t)=1+\frac{3}{20} y(t) \int_{0}^{1} \frac{s^{\frac{-1}{6}} t}{t+s} x(s) d s, t \in I
\end{align*}
$$

where $\lambda_{1}=\frac{1}{2}, \lambda_{2}=\frac{3}{2}, \phi_{1}(s)=\frac{s}{5} \quad$ and $\quad \phi_{2}(s)=\frac{\frac{-1}{6}}{10}$.
Also, $\left\|\phi_{1}\right\|_{L_{\infty}}=\frac{1}{10}$ and $\left\|\phi_{2}\right\|_{L_{\infty}}=\frac{1}{8}$, then the condition $4 \lambda_{i}\left\|\phi_{i}\right\|_{L_{\infty}} \leq$ $1, i=1,2$ is satisfied and $r=9$.
Therefore, the coupled system (3) has at least one solution in

$$
\left\{u=(x(t), y(t)) \mid(x(t), y(t)) \in X \times Y:\|(x, y)\|_{X \times Y} \leq 9\right\} .
$$

## Example 2:

Consider the following coupled system of Chandrasekar's integral equations

$$
\begin{align*}
x(t) & =1+\frac{1}{5} y(t) \int_{0}^{1} \frac{\exp (-s) t}{t+s} y(s) d s, t \in I \\
y(t) & =1+\frac{1}{3} y(t) \int_{0}^{1} \frac{t}{(s+1)(t+s)} x(s) d s, t \in I \tag{4}
\end{align*}
$$

where $\lambda_{1}=\frac{1}{5}, \lambda_{2}=1, \phi_{1}(s)=\frac{1}{3} \exp (-s)$ and $\phi_{2}(s)=\frac{1}{s+1}$.
Also, $\left\|\phi_{1}\right\|_{L_{\infty}} \leq 1$ and $\left\|\phi_{2}\right\|_{L_{\infty}}=\frac{\ln 2}{3}$, then the condition $4 \lambda_{i}\left\|\phi_{i}\right\|_{L_{\infty}} \leq$ $1, i=1,2$ is satisfied and $r=9$.
Therefore, the coupled system (4) has at least one solution in

$$
\left\{u=(x(t), y(t)) \mid(x(t), y(t)) \in X \times Y:\|(x, y)\|_{X \times Y} \leq 9\right\}
$$

## Acknowledgment:

The authors are thankful to the referee for the time taken to review this paper and for the remarks and corrections that helped improve the quality of this paper.

## References

[1] I. K. Argyros, Quadratic equations and applications to Chandrasekhar's and related equations, Bull. Austral. Math. Soc. 32(1985), 275-292.
[2] I. K. Argyros, On a class of quadratic integral equations with perturbations, Funct. Approx. 20(1992) 51-63.
[3] J. Banaś, M. Lecko, W. G. El-Sayed, Existence Theorems of Some Quadratic Integral Equation, J. Math. Anal. Appl. 227 (1998) 276-285.
[4] J. Banaś, A. Martinon, Monotonic Solutions of a quadratic Integral Equation of Volterra Type, Comput. Math. Appl. 47 (2004) 271-279.
[5] J. Banaś, J. Caballero, J. Rocha, K. Sadarangani, Monotonic Solutions of a Class of Quadratic Integral Equations of Volterra Type, Comp. and Math. with Appl. 49 (2005) 943-952.
[6] J. Banaś, J. Rocha Martin, K. Sadarangani, On the solution of a quadratic integral equation of Hammerstein type, Mathematical and Computer Modelling. Vol. 43 (2006) 97-104.
[7] J. Banas̀, B. Rzepka, Nondecreasing solutions of a quadratic singular Volterra integral equation, Math. Comput. Modelling 49 (2009) 488-496.
[8] J. Banaś, B. Rzepka, Monotonic solutions of a quadratic integral equations of fractional order J. Math. Anal. Appl. 332 (2007), 1370 -1378.
[9] Bashir Ahmad, Juan J. Nieto, Existence results for a coupled system of nonlinear fractional differential equations with three-point boundary conditions, Computers and Mathematics with Applications, 58 (2009) 1838-1843.
[10] C. Bai, J. Fang, The existence of a positive solution for a singular coupled system of nonlinear fractional differential equations, Appl. Math. Comput. 150 (2004) 611-621.
[11] Y. Chen, H. An, Numerical solutions of coupled Burgers equations with time and space fractional derivatives, Appl. Math. Comput. 200 (2008) 87-95.
[12] Chandrasekhar, S., Radiative Transfar, Dover, New York, 1960.
[13] R. F. Curtain and A. J. Pritchard, Functional Analysis in Modern Applied Mathematics, Academic press, 1977.
[14] J. Caballero, A. B. Mingarelli, K. Sadarangani, Existence of solutions of an integral equation of Chandrasekhar type in the theory of radiative, Electronic Journal of Differential Equations, Vol. 2006(2006), No. 57, 1-11.
[15] W. G. El-Sayed, B. Rzepka, Nondecreasing Solutions of a Quadratic Integral Equation of Urysohn Type, Comput. Math. Appl., 51 (2006) 1065-1074.
[16] A. M. A. El-Sayed and H. H. G. Hashem, Monotonic positive solution of nonlinear quadratic Hammerstein and Urysohn functional integral equations. Commentationes Mathematicae, 48(2) (2008), 199-207.
[17] A. M. A. El-Sayed, H. H. G. Hashem, Monotonic solutions of functional integral and differential equations of fractional order, EJQTDE, 7. (2009), 1-8.
[18] A. M. A. El-Sayed, H. H. G. Hashem, Monotonic positive solution of a nonlinear quadratic functional integral equation, Appl. Math. and Comput., 216 (2010) 2576-2580.
[19] A. M. A. El-Sayed, H. H. G. Hashem and E. A. A. Ziada, Picard and Adomian Methods for quadratic integral equation, Comp. Appl. Math., Vol 29. No 3(2010) 447-463.
[20] A. M. A. El-Sayed and H. H. G. Hashem, Coupled systems of Hammerstein and Urysohn integral equations in reflexive Banach spaces, Differential Equations And Control Processes N 1, 2012, 1-12.
[21] A. M. A. El-Sayed and H. H. G. Hashem, Coupled systems of integral equations in reflexive Banach spaces, Acta Mathematica Scientia, Volume 32B(5), (2012)1-8.
[22] A. M. A. El-Sayed and H. H. G. Hashem, A coupled system of fractional order integral equations in reflexive Banach spaces , Commentationes Mathematicae, 52.1(2012) 21-28.
[23] A. M. A. El-Sayed, H. H. G. Hashem and E. A. A. Ziada, Picard and Adomian Methods for coupled systems of quadratic integral equations of fractional order, Journal of Nonlinear Analysis and Optimization: Theory \& Applications, Vol. 3, No. 2, (2012), 171-183.
[24] A. M. A. El-Sayed and H. H. G. Hashem Existence results for coupled systems of quadratic integral equations of fractional orders, Optimization Letters 2012, DOI: 10.1007/s11590-012-0501-9.
[25] A. M. A. El-Sayed, F. M. Gaafar, H. H. G. Hashem, On the maximal and minimal solutions of arbitrary-orders nonlinear functional integral and differenbtial equations, MATH. SCi, RES.J., 8(11), (2004), 336-348.
[26] V. Gafiychuk, B. Datsko, V. Meleshko, Mathematical modeling of time fractional reactiondiffusion systems, J. Comput. Appl. Math. 220 (2008) 215-225.
[27] V. D. Gejji, Positive solutions of a system of non-autonomous fractional differential equations, J. Math. Anal. Appl. 302 (2005) 56-64.
[28] V. Lakshmikantham, S. Leela, Differential and Integral Inequalities, vol.1, Academic press, New York-London, 1969.
[29] M.R. Rao, Ordinary Differential Equations, East-West Press, 1980
[30] H. A. H. Salem, On the quadratic integral equations and their applications, Computers and Mathematics with Applications, 62 (2011) 2931-2943.
[31] X. Su, Boundary value problem for a coupled system of nonlinear fractional differential equations, Appl. Math. Lett. 22 (2009) 64-69.
[32] V. Gafiychuk, B. Datsko, V. Meleshko, D. Blackmore, Analysis of the solutions of coupled nonlinear fractional reaction-diffusion equations, Chaos Solitons Fractals, 41 (2009) 10951104.

Hashem H. H. G
Collage of Science \& Arts, Qassim University, Buraidah, Saudi Arabia
Faculty of Science, Alexandria University, Alexandria, Egypt
E-mail address: hendhghashem@yahoo.com, hindhghashem@gmail.com


[^0]:    2000 Mathematics Subject Classification. 32A55, 11D09.
    Key words and phrases. Chandrasekhar's quadratic integral equation;Coupled system; Tychonoff fixed point theorem.

    Submitted Oct. 4, 2012. Published Jan 1, 2013.

