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ON THE FRACTIONAL-ORDER GAMES WITH NON-UNIFORM

INTERACTION RATE AND ASYMMETRIC GAMES

A. M. A. EL-SAYED, E. AHMED, M. A. E. HERZALLAH

Abstract. The topic of fractional calculus ( derivatives and integrals of ar-

bitrary orders) is enjoying growing interest not only in Mathematics, but also
in Physics, Engineering and Mathematical Biology (see [3]-[17] for example).
In this paper we are concerned with the fractional-order differential equations
describe Games with non-uniform interaction rate [21] and Asymmetric games

[18]. Existence, uniqueness and stability of the solutions of these systems are
studied.

1. Introduction

A complex adaptive system (CAS) with emergence consists of interacting adap-
tive agents, where the properties of the system as a whole do not exist for the
individual elements (agents) and are not caused by external effects.
An emergent property of a CAS is a property of the system as a whole which does
not exist at the individual elements (agents) level.
Typical examples are the brain, the immune system, the economy, social systems,
ecology, insects swarm, etc... Therefore to understand a complex system one has
to study the system as a whole and not to decompose it into its constituents. This
totalistic approach is against the standard reductionist one, which tries to decom-
pose any system to its constituents and hopes that by understanding the elements
one can understand the whole system. Since this is quite difficult, mathematical
and computer models may be helpful in studying such systems.
Recently [16] it became apparent that fractional equations naturally represent sys-
tems with memory. Moreover it has been proved that fractional order systems are
relevant to fractal systems and systems with power law correlations [16].
Thus fractional equations naturally represent systems with memory and fractal
systems consequently fractional order equations are relevant to CAS since memory
and fractals are abundant in CAS systems.
Despite their importance, only few models have been done for fractional order CAS.
Here we study some fractional order CAS systems in game theory and biology.
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We give the definition of fractional-order integration and fractional-order differ-
entiation
Definition 1 The fractional integral of order β ∈ R+ of the function f(t), t ≥ a
is defined by ( [17], [19] and [20] )

Iβa f(t) =

∫ t

a

(t− s)β−1

Γ(β)
f(s) ds. (1)

The ( Caputo ) fractional derivative of order α ∈ (n−1, n) of f(t), t ≥ a is defined
by

Dα
a f(t) = In−α

a Dn f(t), D =
d

dt
. (2)

The following properties are some of the main ones of the fractional derivatives and
integrals (see [8] -[15], [17], [19] and [20]).
Let β, γ ∈ R+, α ∈ (0, 1) and L1 = L1[a, b] be the class of Lebesgue integrable
functions on [a, b]. Then we have
(i) Iβa : L1 → L1, and if f ∈ L1, then Iγa Iβa f(t) = Iγ+β

a f(t).

(ii) limβ→1 Iβa f(t) =
∫ t

a
f(s) ds uniformly on [a, b].

(iii) limβ→0 Iβa f(t) = f(t) weakly on [a, b].
(iv) If f(t) = k ̸ =0, k is a constant, then Dα

a k = 0.
(v) Let β ∈ (0, 1) if f ∈ C[a, b], then Iβa f(t)|t=a = 0
(vi) If f(t) is absolutely continuous on [a, b], then

lim
α→1

Dα
a f(t) =

d

dt
f(t).

In this paper we study the existence, uniqueness, equilibrium points and uniform
stability of the solution of the fractional-order differential equation ( Games with
non-uniform interaction rate ) [21]

Dαx(t) = x(t)(x(t)− 1){ar1x(t) + b(1− x(t))

r1x(t) + 1− x(t)
− cx(t) + dr2(1− x(t))

x(t) + r2(1− x(t))
} (3)

with the initial data
x(0) = xo. (4)

And the system of fractional-order differential equations ( Asymmetric games) [18]

Dαx1(t) = x1(t)(1− x1(t))(c1x2(t)− c2) (5)

Dαx2(t) = x2(t)(1− x2(t))(d1x1(t)− d2) (6)

with the initial data
x1(0) = xo1, and x2(0) = xo2. (7)

If r1 = r2 = 1 in (3), then equation (3) will be the replicator equation

Dαx(t) = x(t)(1−x(t))(A−Bx(t)), A, B > 0, A = b−d and B = a+d−b−c

which has been studied in [4].
If r1 = r2 and a + d = b + c in (3), then equation (3) will be the logistic
equation

Dαx(t) = ρ x(t)(1− x(t)), ρ = b− d > 0

which has been studied in [15].
For our goal here we consider firstly the initial value problem of the system of
differential equation

Dα
i xi(t) = fi(x1(t), x2(t), · · · , xn(t)), t > 0, i = 1, 2 · · · , n and xi(0) = xio. (8)
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The existence, uniqueness and uniform stability of the solution of (8) will be studied,
also we prove that the equilibrium points of problem (8) are the same as the system
of differential equations

d

dt
xi(t) = fi(x1(t), x2(t), · · · , xn(t)), i = 1, 2, · · · , n.

which proves that the results of [3], [4] and [15] ( concerning the evaluation of the
equilibrium points ) are true.
The initial value problem (8) is also more general than the initial value problem of
the fractional-order predator-prey system [4]

Dαx1(t) = x1(a1 − b1x1 − x2), Dαx2(t) = x2(−a 2 + x1) (9)

with the initial conditions (7) and the initial value problem of the fractional-order
rabies system [4]

Dαx1(t) = bx1x2, Dαx2(t) = bx1x2 − cx2 (10)

with the initial conditions (7), where a1, a2, b1, b, c are positive constants.

2. Existence and uniqueness

Let I = [0, T ], T < ∞ and Cn(I) be the class of all continuous column vector
functions X(t) = (x1(t), x2(t), · · · , xn(t)) defined on I, with norm

|| X ||∗ =

n∑
i=1

sup
t

e−Nt| xi(t) |, N > 0 (11)

which is equivalent to the sup-norm || X || =
∑n

i=1 supt | xi(t) |. When t > σ ≥ 0
we write Cn(Iσ).
Let also Ln

1 (I) be the class of all Lebesgue integrable column vector functions on
I with norm

|| X ||1 =

n∑
i=1

|| e−Ntxi(t) ||L1 =

n∑
i=1

∫ T

0

| e−Nt xi(t) | dt

which is equivalent to the usual norm || X ||L1 =
∑n

i=1

∫ T

0
| xi(t) |dt.

Consider now the initial value problem (8) with the following assumptions;
(1) fi : D → R+, D ⊂ R+

n .
(2) ∂

∂ xj
fi(x1(t), x2(t), · · · , xn(t)), i, j = 1, 2, · · · , n exists and bounded on D.

Condition (2) implies that the functions fi satisfy the Lipschitz condition

|fi(x1(t), · · · , xn(t))− fi(y1(t), · · · , yn(t))| < K ||X(t)− Y (t) ||n (12)

where

|| X(t)− Y (t) ||n =
n∑

i=1

| xi(t)− yi(t) |, and K ≥ | ∂

∂ xj
fi|

Now we have the following theorem
Theorem 1 Let the assumptions (1)-(2) be satisfied. Then the initial value problem
(8) has a unique solution X ∈ Cn(I), X ′ ∈ Cn(Iσ) and X ′ ∈ Ln

1 (I).
Proof. The system (8) can be written as

DαX(t) = F (X(t)), t ∈ (0, T ] and X(0) = Xo (13)
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where

X(t) =


x1(t)
x2(t)
.
.

xn(t)

 , F (X(t)) =


f1(x1, · · · , xn)
f2(x1, · · · , xn)

.

.
fn(x1, · · · , xn)

 , and Xo =


x1(0)
x2(0)

.

.
xn(0)

 .

From the properties of the fractional calculus and the problem (8) we have

X(t) = Xo + Iα F (X(t)) (14)

Now let the operator T : Cn(I) → Cn(I) be defined by

TX(t) = Xo + Iα F ((X(t)), (15)

then we can obtain

|| e−Nt(TX(t)−TY (t)) ||n ≤
∫ t

0

(t− s)α−1

Γ(α)
e−N(t−s) ||e−Ns(F (X(s))−F (Y (s))||n ds

≤ n K || X − Y ||∗
∫ t

0

(t− s)α−1

Γ(α)
e−N(t−s) ds

= || X − Y ||∗ n K

∫ t

0

sα−1e−Ns

Γ(α)
ds <

nK

Nα
|| X − Y ||∗

from which we have

|| TX − TY ||∗ < || X − Y ||∗nK
Nα

Choose N such that Nα > nK we deduce that

|| TX − TY ||∗ < ||X − Y ||∗

and the operator T has a unique fixed point. Consequently the integral equa-
tion (14) has a unique solution X ∈ Cn(I). Also we can deduce that ([15])
IαF (X(t))|t=0 = 0.
Now from equation (14) we formally have

d

dt
X(t) = F (Xo)

tα−1

Γ(α)
+ Iα

d

dt
F (X(t)) (16)

where

d

dt
F (X(t)) =


∑n

i=1
∂

∂xi
f1(x1, · · · , xn)

d
dtxi∑n

i=1
∂

∂xi
f2(x1, · · · , xn)

d
dtxi

.

.∑n
i=1

∂
∂xi

fn(x1, · · · , xn)
d
dtxi


and

|| d

dt
F (X(t)) ||n ≤ n K|| d

dt
X(t) ||n,

then

|| d

dt
X(t) ||∗ < ||F (Xo) ||n

σα−1

Γ(α)
+

nK

Nα
|| d

dt
X(t) ||∗ ⇒

|| d

dt
X(t) ||∗ <

1

1− nK
Nα

|| F (Xo) ||n
σα−1

Γ(α)
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from which we deduce that X ′ ∈ Cn(Iσ).
Also from (16) we can get

|| d

dt
X(t) ||1 <

|| F (Xo) ||n
Nα

+
nK

Nα
|| d

dt
X(t) ||1

which implies that X ′ exists in ∈ Ln
1 (I) and given by (16).

Now let X(t) be the solution of the integral equation (14), then from (16) we
have

DαX(t) = I1−α d

dt
X(t) = I1−αF (Xo)

tα−1

Γ(α)
+ I1−αIα

d

dt
F (X(t)) = F (X(t))

and

X(t)|t=0 = Xo + (IαF (X(t)))|t=0 = Xo.

which proves the equivalence between the integral equation (14) and the initial
value problem (8) and completes the proof of the theorem.

3. Games with non-uniform interaction rate

Lemma 2 Equation 3 can be written in the form

Dαx(t) = f(x(t)) =
A1x(t) +A2x

2(t) +A3x
3(t) +A4x

4(t)

Bo +B1x(t) +B2x2(t)
(17)

and the function f(x(t)) satisfies

| ∂

∂ x
f(x(t))| < K (18)

where r1 > 1, 0 < r2 < 1,

K = Bo(|A1|+2|A2|+3|A3|+4|A4|)+|B1|(|A2|+2|A3|+3|A4|)+|B2|(|A1|+|A3|+2|A4|),

A1 = (d− b)r2, A2 = (d− a)r1r2 + (c− b) + 3r2(b− d),

A3 = (c− a)r1 + 2r1r2(a− d) + b− c) + 3r2(d− b),

A4 = (a− c)r1 + (d− a)r1r2 + (c− b) + r2(b− d),

Bo = r2, , B1 = r1r2 + 1− 2r2, and B2 = r1 + r2 − r1r2 − 1.

Now let D = {x ∈ R : 0 < x < 1}, then we have the following theorem ( corollary
of Theorem 1 )
Theorem 2 Let r1 > 1 and 0 < r2 < 1, Then the initial value problem (3)-(4)
has a unique solution x ∈ C(I), x′ ∈ C(Iσ) and x′ ∈ L1(I).

4. Asymmetric games

Lemma 3 The initial value problem (5) -(7) can be written in the form

DαX(t) = F (X(t)), t ∈ (0, T ] and X(0) = Xo (19)

where

X(t) =

[
x1(t)
x2(t)

]
, F (X) =

[
f1(x1(t), x2(t))
f2(x1(t), x2(t))

]
, and Xo =

[
x1(0)
x2(0)

]
.

where

f1(x1, x2) = x1(t)(1−x1(t))(c1x2(t)−c2), and f2(x1, x2) = x2(t)(1−x2(t))(d1x1(t)−d2).
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Now let D = {x ∈ R : 0 < x < 1}, then

| ∂

∂xi
f1(x1, x2)| < 4|c1|+ 3|c2| and | ∂

∂xi
f2(x1, x2)| < 4|d1|+ 3|d2|.

Let K = max (4|c1|+ 3|c2|, 4|d1|+ 3|d2|), then we have the following theorem
Theorem 3 The initial value problem (5)-(7) has a unique solutionX ∈ C2(I), X ′ ∈
C2(Iσ) and X ′ ∈ L2

1(I).

5. Predator-prey system

Now let D = {x ∈ R : 0 < x < A}, f1(x1(t), x2(t)) = x1(a1 − b1x1 − x2),
f2(x1(t), x2(t)) = x2(−a 2 + x1) and k = max{ cA, bA, dA, r }, then we have
the following theorem ( corollary of Theorem 1 )
Theorem 4 The initial value problem (9) and (7) has a unique solution x ∈
C(I), x′ ∈ C(Iσ) and x′ ∈ L1(I).

6. Rabies system

Let D = {x ∈ R : 0 < x < A}, f1(x1(t), x2(t)) = x1(a1 − b1x1 − x2),
f2(x1(t), x2(t)) = x2(−a 2 + x1) and k = max {r, cA } then we have the
following theorem ( corollary of Theorem 1 )
Theorem 5 The initial value problem (10) and(7) has a unique solution x ∈
C(I), x′ ∈ C(Iσ) and x′ ∈ L1(I).

7. Stability

Let α ∈ (0, 1]. The uniform stability of the solution of the initial value problems
of the non-autonomous linear systems

Dα
t0 x(t) = A(t) x(t) + f(t), t > toand and x(to) = xo

and
d

dt
x(t) = A(t)

d

dt
Iαt0 x(t) + f(t), t > to and x(to) = xo

have been studied in [1].

Consider now the initial value problem of the nonlinear system (8).
Definition 2 The solution of the problem (8) is stable if, ∀ ϵ > 0 and to > 0,
there exists δ(ϵ, to) > 0 such that for t ≥ to

|| Xo −X∗
o ||∗ < δ(ϵ, to) ⇒ || X(t)−X∗(t) ||∗ < ϵ.

If δ depends only on ϵ, then the solution is uniformally stable [1],
where X∗(t) is the solution of the initial value problem

Dαxi(t) = fi(x1(t), x2(t), · · · , xn(t)), t > 0, and xi(0) = x∗
o i. (20)

Now we have the following theorem;
Theorem 6 The solution of the initial value problem (8) ( consequently each
of the solutions of the problems (3)-(4), (5)-(7), (9) and (7) and 10 and (7) ) is
uniformally stable.
Proof. Let X(t) and X∗(t) are the solutions of the problems (8) and (20)
respectively. Then by the same way as in Theorem 1, we can get

|| X(t)−X∗(t) ||∗ ≤ || Xo −X∗
o ||n +

nK

Nα
|| X(t)−X∗(t) ||∗ ⇒
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|| X(t)−X∗(t) ||∗ ≤ 1

1− nK
Nα

|| Xo −X∗
o ||n

from which ( by definition 2 ) we deduce that the solution of the problem (8) is
uniformally stable and the theorem is proved.

8. Equilibrium points and local stability

Consider the initial value problem

d

dt
x(t) = f(x(t)), t > 0 and x(0) = xo. (21)

To evaluate the equilibrium points of (21) let

d

dt
x(t) = 0,

then the equilibrium points of the problem (21) are the solutions of the algebraic
equation

f(xeq) = 0.

To evaluate the asymptotic stability, let

x(t) = xeq + ε(t),

then
d

dt
(xeq + ε) = f(xeq + ε)

which implies that
d

dt
ε(t) = f(xeq + ε)

but

f(xeq + ε) ≃ f(xeq) + f ′(xeq) ε+ · · · ⇒
f(xeq + ε) ≃ f ′(xeq) ε

where f(xeq) = 0, then

d

dt
ε(t) = f ′(xeq) ε(t), t > 0, and ε(0) = xo − xeq. (22)

Now let the solution ε(t) of (22) be exists. So if ε(t) is increasing, then the
equilibrium point xeq is unstable and if ε(t) is decreasing, then the equilibrium
point xeq is locally asymptotically stable.

Now we have the following theorem;
Theorem 7 Let the solution xi ∈ C(I), i = 1, 2, · · · , n of the initial value problem
(8) be exist. Then the equilibrium points of the problem (8) are the solutions of
the algebraic equations

fi(x1(t), x2(t), · · · , xn(t)) = 0

Proof. Consider the differential equation

Dαxi(t) = fi(x1(t), x2(t), · · · , xn(t)), i = 1, 2, · · · , n.
Then from the properties of the fractional integration we have

I1−α d

dt
xi(t) = fi(x1(t), x2(t), · · · , xn(t)) ⇒ I

d

dt
x(t) = Iα fi(x1(t), x2(t), · · · , xn(t)) ⇒
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d

dt
xi(t) =

d

dt
Iαfi(x1(t), x2(t), · · · , xn(t)).

Also ( note that Iαfi(x1(t), x2(t), · · · , xn(t))|t =0 = 0) we have

d

dt
xi(t) =

d

dt
Iαfi(x1(t), x2(t), · · · , xn(t)) ⇒

I1−α d

dt
xi(t) = I1−α d

dt
Iαfi(x1(t), x2(t), · · · , xn(t)) =

=
d

dt
I1−α+αfi(x1(t), x2(t), · · · , xn(t)) = fi(x1(t), x2(t), · · · , xn(t)).

Then we deduce that the two differential equations

Dαxi(t) = fi(x1(t), x2(t), · · · , xn(t)) and
d

dt
xi(t) =

d

dt
Iαfi(x1(t), x2(t), · · · , xn(t))

are equivalent.
So the equilibrium points of the problem (8) are the solutions of the algebraic
equations

d

dt
xi(t) =

d

dt
Iαfi(x1(t), x2(t), · · · , xn(t)) = 0 ⇒ Iαfi(x1(t), x2(t), · · · , xn(t)) = constant = C.

But

0 = Iαfi(x1(t), x2(t), · · · , xn(t))|t =0 = C|t =0 ⇒ C = 0 ⇒ Iαfi(x1(t), x2(t), · · · , xn(t)) = 0 ⇒

Ifi(x1(t), x2(t), · · · , xn(t)) = I1−αIαfi(x1(t), x2(t), · · · , xn(t)) = 0 ⇒∫ t

0

fi(x1(s), x2(s), · · · , xn(s)) ds = 0 ⇒ fi(x1(t), x2(t), · · · , xn(t)) = 0.

and the equilibrium points of the problem (8) are the solutions of the algebraic
equations

fi(x1(t), x2(t), · · · , xn(t)) = 0

which completes the proof.
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