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#### Abstract

In this paper, we establish sufficient conditions for existence and uniqueness of solutions for semilinear functional differential equations with infinite delay. Our approach is based on resolvent operators, the Banach contraction principle, the Leray-Schauder nonlinear alternative and Schaefer's fixed point theorem. For the illustration of the results, an example is also discussed.


## 1. Introduction

In the last few decades, the subject of fractional differential equations has become a hot topic for the researchers due to its intensive development and applications in the field of physics, mechanics, chemistry, engineering, etc. For a reader interested in the systematic development of the topic, we refer the books [16, 17, 19, 21, 22, 24]. Differential equations with fractional order have recently proved to be valuable tools for the description of hereditary properties of various materials and systems. For more details, see [18]. For some recent developments on the subject, see for instance $[1,3,4,15,20]$ and references cited therein.

In the literature devoted to equations with finite delay, the phase space is much of time the space of all continuous functions on $[-r, 0], r>0$, endowed with the uniform norm topology. When the delay is infinite, the notion of the phase space $\mathcal{B}$ plays an important role in the study of both qualitative and quantitative theory, a usual choice is a seminormed space satisfying suitable axioms, which was introduced by Hale and Kato [12]. For detailed discussion on this topic, we refer the reader to the books by Hino et al. [14]. For some recent developments on the subject, see for instance $[1,5,6,8,20]$ and references cited therein.

It is well known that one important way to introduce the concept of mild solutions for fractional evolution equations is based on some probability densities and Laplace transform. This method was initialed by El-Borai [11]. For some recent

[^0]developments see the paper [26], [9], [2]. Another approach to treat abstract equations with fractional derivatives based on the well developed theory of resolvent operators for integral equations [13]. Motivated by the approach in [13], Ye et al. [25] studied the existence, uniqueness and continuous dependence of the mild solutions for a class of fractional neutral functional differential equations with infinite delay, by using the Krasnoselskki fixed point theorem and the theory of resolvent operators. The fractional derivative in [25] is understood in the Caputo sense.

Recently in [7], motivated by the approach in [13], we studied fractional order semilinear functional differential equations defined on a compact real interval with finite delay. Existence and uniqueness of solutions are proved, based on the theory of resolvent operators and Banach's contraction principle and Leray-Schauder nonlinear alternative. We emphasize that in [7] the fractional derivative is understood in the Riemann-Liouville sense.

In this paper we continue the study in [7] to cover the case of infinite delay. More precisely this paper, motivated by [13] and [25], is concerned with fractional order semilinear functional differential equations with infinite delay of the form

$$
\begin{align*}
D^{\alpha} y(t) & =A y(t)+f\left(t, y_{t}\right), \quad t \in J:=[0, b], 0<\alpha<1  \tag{1}\\
y_{0} & =\phi \in \mathcal{B} \tag{2}
\end{align*}
$$

where $D^{\alpha}$ is the standard Riemann-Liouville fractional derivative, $f: J \times \mathcal{B} \rightarrow E$ is a continuous function, $A: D(A) \subset E \rightarrow E$ is a densely defined closed linear operator on $E, \phi: \mathcal{B} \rightarrow E$ a given continuous function with $\phi(0)=0$ and $(E,|\cdot|)$ a real Banach space. For any function $y$ defined on $(-\infty, b]$ and any $t \in J$, we denote by $y_{t}$ the element of $\mathcal{B}$ defined by

$$
y_{t}(\theta)=y(t+\theta), \quad \theta \in(-\infty, 0] .
$$

Here $y_{t}(\cdot)$ represents the history of the state from time $-\infty$ up to the present time $t$ and $\mathcal{B}$ is called a phase space.

The purpose of this paper is to study the existence and uniqueness of mild solutions for (1)-(2) by virtue of resolvent operators. In Section 2 we recall some definitions and preliminary facts which will be used in the sequel. In Section 3, we give our main existence and uniqueness results by using Banach's contraction principle, the Leray-Schauder nonlinear alternative and Schaefer's fixed point theorem. An example is presented in Section 4 illustrating the abstract theory.

## 2. Preliminaries

In this section, we recall some definitions and propositions of fractional calculus, phase space and resolvent operators. Let $E$ be a Banach space. By $C(J, E)$ we denote the Banach space of continuous functions from $J$ into $E$ with the norm

$$
\|y\|_{\infty}=\sup \{|y(t)|: t \in J\}
$$

and $B(E)$ denotes the Banach space of bounded linear operators from $E$ into $E$, with norm

$$
\|T\|_{B(E)}=\sup \{|T(y)|:|y|=1\}
$$

$L^{1}(J, E)$ denotes the Banach space of measurable functions $y: J \rightarrow E$ which are Bochner integrable, normed by

$$
\|y\|_{L^{1}}=\int_{0}^{b}|y(t)| d t
$$

Definition 2.1. [16, 22] The Riemann-Liouville fractional primitive of order $\alpha \in$ $\mathbb{R}^{+}$of a function $h:(0, b] \rightarrow E$ is defined by

$$
I_{0}^{\alpha} h(t)=\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} h(s) d s
$$

provided the right hand side exists pointwise on $(0, b]$, where $\Gamma$ is the gamma function.

Definition 2.2. [16, 22] The Riemann-Liouville fractional derivative of order $0<$ $\alpha<1$ of a continuous function $h:(0, b] \rightarrow E$ is defined by

$$
\begin{aligned}
\frac{d^{\alpha} h(t)}{d t^{\alpha}} & =\frac{1}{\Gamma(1-\alpha)} \frac{d}{d t} \int_{0}^{t}(t-s)^{-\alpha} h(s) d s \\
& =\frac{d}{d t} I_{0}^{1-\alpha} h(t)
\end{aligned}
$$

In all this paper, we assume that the phase space $(\mathcal{B},|\cdot|)$ is a seminormed linear space of functions mapping $(-\infty, 0]$ into $E$, and satisfying the following axioms introduced at first by Hale and Kato in [12]:
$\left(A_{1}\right)$ If $y:(-\infty, b] \rightarrow E, b>0$, is continuous on $J$ and $y_{0} \in \mathcal{B}$, then for every $t \in J$ the following conditions hold:
(i) $y_{t} \in \mathcal{B}$,
(ii) $|y(t)| \leq H\left\|y_{t}\right\|_{\mathcal{B}}$,
(iii) $\left\|y_{t}\right\|_{\mathcal{B}} \leq K(t) \sup \{|y(s)|: 0 \leq s \leq t\}+M(t)\left\|y_{0}\right\|_{\mathcal{B}}$, where $H>0$ is a constant, $K, M: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$with $K$ is continuous and $M$ is locally bounded and $H, K, M$ are independent of $y(\cdot)$.
$\left(A_{2}\right)$ For the function $y(\cdot)$ in $\left(A_{1}\right), y_{t}$ is a $\mathcal{B}$-valued continuous function on $[0, b]$.
$\left(A_{3}\right)$ The space $\mathcal{B}$ is complete.
Hereafter are some examples of phase spaces. For other details we refer, for instance to the book by Hino et al. [14].

Example 2.3. The spaces $\mathcal{B C}, \mathcal{B U C}, \mathcal{C}^{\infty}$ and $\mathcal{C}^{0}$. Let

- $\mathcal{B C}$ the space of bounded continuous functions defined from $(-\infty, 0]$ to $E$,
- BUC the space of bounded uniformly continuous functions defined from $(-\infty, 0]$ to $E$,
- $\mathcal{C}^{\infty}=\left\{\phi \in \mathcal{B C}: \lim _{\theta \rightarrow-\infty} \phi(\theta)\right.$ exists in $\left.E\right\}$,
- $\mathcal{C}^{0}=\left\{\phi \in \mathcal{B C}: \lim _{\theta \rightarrow-\infty} \phi(\theta)=0\right\}$, endowed with the uniform norm

$$
\|\phi\|=\sup \{|\phi(\theta)|: \theta \leq 0\}
$$

We have that the spaces $\mathcal{B U C}, \mathcal{C}^{\infty}$ and $\mathcal{C}^{0}$ satisfy conditions $\left(A_{1}\right)-\left(A_{3}\right) . \mathcal{B C}$ satisfies $\left(A_{2}\right),\left(A_{3}\right)$ but $\left(A_{1}\right)$ is not satisfied.

Example 2.4. The spaces $\mathcal{C}_{g}, \mathcal{U C}_{g}, \mathcal{C}_{g}^{0}$ and $\mathcal{C}_{g}^{\infty}$. Let $g$ be a positive continuous function on $(-\infty, 0]$. We define:

- $\mathcal{C}_{g}=\{\phi \in \mathcal{C}((-\infty, 0], E):(\phi(\theta) / g(\theta))$ is bounded on $(-\infty, 0]\}$,
- $\mathcal{C}_{g}^{0}=\left\{\phi \in \mathcal{C}_{g}: \lim _{\theta \rightarrow-\infty}(\phi(\theta) / g(\theta))=0\right\}$ endowed with the uniform norm

$$
\|\phi\|=\sup \left\{\frac{|\phi(\theta)|}{g(\theta)}:-\infty<\theta \leq 0\right\}
$$

We consider the following condition on the function $g$.

$$
(\mathcal{G}): \sup _{0 \leq t \leq a} \sup \left\{\frac{g(\theta+t)}{g(\theta)}:-\infty<\theta \leq-t\right\}<\infty \text { for all } a>0
$$

Then we have that the spaces $\mathcal{C}_{g}$ and $\mathcal{C}_{g}^{0}$ satisfy conditions $\left(A_{3}\right)$. They satisfy conditions $\left(A_{1}\right)$ and $\left(A_{2}\right)$ if $(\mathcal{G})$ holds.

Consider the fractional differential equation

$$
\begin{equation*}
D^{\alpha} y(t)=A y(t)+f(t), \quad t \in J, \quad 0<\alpha<1, \quad y(0)=0 \tag{3}
\end{equation*}
$$

where $A$ is a closed linear unbounded operator in $E$ and $f \in C(J, E)$. Equation (3) is equivalent to the following integral equation [16]

$$
\begin{equation*}
y(t)=\frac{1}{\Gamma(\alpha)} A \int_{0}^{t}(t-s)^{\alpha-1} y(s) d s+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s) d s, \quad t \in J \tag{4}
\end{equation*}
$$

This equation can be written in the following form of integral equation

$$
\begin{equation*}
y(t)=h(t)+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} A y(s) d s, \quad t \geq 0 \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
h(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s) d s \tag{6}
\end{equation*}
$$

Examples where the exact solution of (3) and the integral equation (4) are the same, are given in [4]. Let us assume that the integral equation (5) has an associated resolvent operator $(S(t))_{t \geq 0}$ on $E$.

Next we define the resolvent operator of the integral equation (5).
Definition 2.5. [23, Definition 1.1.3] A one parameter family of bounded linear operators $(S(t))_{t \geq 0}$ on $E$ is called a resolvent operator for (4) if the following conditions hold:
(a) $S(\cdot) x \in C([0, \infty), E)$ and $S(0) x=x$ for all $x \in E$;
(b) $S(t) D(A) \subset D(A)$ and $A S(t) x=S(t) A x$ for all $x \in D(A)$ and every $t \geq 0$;
(c) for every $x \in D(A)$ and $t \geq 0$,

$$
\begin{equation*}
S(t) x=x+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} A S(s) x d s \tag{7}
\end{equation*}
$$

Here and hereafter we assume that the resolvent operator $(S(t))_{t \geq 0}$ is analytic [23, Chapter 2], and there exist a function $\varphi_{A} \in L_{l o c}^{1}\left([0, \infty), \mathbb{R}^{+}\right)$such that $\left\|S^{\prime}(t) x\right\| \leq \varphi_{A}(t)\|x\|_{[D(A)]}$ for all $t>0$ and each $x \in D(A)$.

We have the following concept of solution using Definition 1.1.1 in [23].
Definition 2.6. A function $u \in C(J, E)$ is called a mild solution of the integral equation (5) on $J$ if $\int_{0}^{t}(t-s)^{\alpha-1} u(s) d s \in D(A)$ for all $t \in J, h(t) \in C(J, E)$ and

$$
u(t)=\frac{A}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} u(s) d s+h(t), \quad \forall t \in J
$$

The next result follows from [23, Proposition I.1.2, Theorem II.2.4, Corollary II.2.6].

Lemma 2.7. Under the above conditions the following properties are valid.
(i) If $u(\cdot)$ is a mild solution of (5) on $J$, then the function $t \rightarrow \int_{0}^{t} S(t-s) h(s) d s$ is continuously differentiable on $J$, and

$$
u(t)=\frac{d}{d t} \int_{0}^{t} S(t-s) h(s) d s, \quad \forall t \in J
$$

(ii) If $h \in C^{\beta}(J, E)$ for some $\beta \in(0,1)$, then the function defined by

$$
u(t)=S(t)(h(t)-h(0))+\int_{0}^{t} S^{\prime}(t-s)[h(s)-h(t)] d s+S(t) h(0), \quad t \in J
$$

is a mild solution of (5) on $J$.
(iii) If $h \in C(J,[D(A)])$ then the function $u: J \rightarrow E$ defined by

$$
u(t)=\int_{0}^{t} S^{\prime}(t-s) h(s) d s+h(t), \quad t \in J
$$

is a mild solution of (5) on $J$.

## 3. Main Results

Consider the following space

$$
\Omega=\left\{y:(-\infty, b] \rightarrow E:\left.y\right|_{J} \in C(J, E) \text { and } y_{0} \in \mathcal{B}\right\}
$$

where $\left.y\right|_{J}$ is the restriction of $y$ to $J$. Let $\|\cdot\|_{b}$ be the seminorm in $\Omega$ defined by:

$$
\|y\|_{b}=\left\|y_{0}\right\|_{\mathcal{B}}+\sup \{|y(s)|: 0 \leq s \leq b\}, y \in \Omega
$$

In this section we give our main existence results for problem (1)-(2). This problem is equivalent to the following integral equation
$y(t)= \begin{cases}\phi(t), & t \in(-\infty, 0], \\ \frac{A}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} y(s) d s+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f\left(s, y_{s}\right) d s, & t \in J .\end{cases}$
Motivated by Lemma 2.7 and the above representation, we introduce the concept of mild solution.
Definition 3.1. One says that a function $y \in \Omega$ is a mild solution of problem (1)-(2) if:
(1) $\int_{0}^{t}(t-s)^{\alpha-1} y(s) d s \in D(A) \quad$ for $t \in J$,
(2) $y_{0}=\phi \in \mathcal{B}$ and
(3) $y(t)=\frac{A}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} y(s) d s+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f\left(s, y_{s}\right) d s, t \in J$.

Suppose that there exists a resolvent $(S(t))_{t \geq 0}$ which is differentiable and the function $f$ is continuous. Then by Lemma 2.7 (iii), if $y: \Omega \rightarrow \Omega$ is a mild solution of (1)-(2), then

$$
y(t)= \begin{cases}\phi(t), & t \in(-\infty, 0] \\ \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f\left(s, y_{s}\right) d s & \\ +\int_{0}^{t} S^{\prime}(t-s)\left(\frac{1}{\Gamma(\alpha)} \int_{0}^{s}(s-\tau)^{\alpha-1} f\left(\tau, y_{\tau}\right) d \tau\right) d s, & t \in J\end{cases}
$$

Our first existence result for problem (1)-(2) is based on the Banach's contraction principle.

Theorem 3.2. Let $f: J \times \mathcal{B} \rightarrow E$ be continuous and there exists a constant $L>0$ such that

$$
|f(t, u)-f(t, v)| \leq L\|u-v\|_{\mathcal{B}}, \quad \text { for } \quad t \in J \quad \text { and } u, v \in \mathcal{B}
$$

If

$$
\begin{equation*}
\frac{L K_{b} b^{\alpha}}{\Gamma(\alpha+1)}\left(1+\left\|\varphi_{A}\right\|_{L^{1}}\right)<1 \tag{8}
\end{equation*}
$$

where $K_{b}=\sup \{|K(t)|: t \in[0, b]\}$, then the problem (1)-(2) has a unique mild solution on $(-\infty, b]$.

Proof. Transform the problem (1)-(2) into a fixed point problem. Consider the operator $\mathcal{A}: \Omega \rightarrow \Omega$ defined by:

$$
\mathcal{A}(y)(t)= \begin{cases}\phi(t), & t \in(-\infty, 0] \\ \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f\left(s, y_{s}\right) d s & \\ +\int_{0}^{t} S^{\prime}(t-s)\left(\frac{1}{\Gamma(\alpha)} \int_{0}^{s}(s-\tau)^{\alpha-1} f\left(\tau, y_{\tau}\right) d \tau\right) d s, & t \in J\end{cases}
$$

Let $x(\cdot):(-\infty, b] \rightarrow E$ be the function defined by:

$$
x(t)= \begin{cases}\phi(t), & \text { if } t \in(-\infty, 0] \\ 0, & \text { if } t \in J\end{cases}
$$

Then $x_{0}=\phi$. We denote by $\bar{z}$ the function defined by

$$
\bar{z}(t)= \begin{cases}0, & \text { if } t \in(-\infty, 0] \\ z(t), & \text { if } t \in J\end{cases}
$$

If $y(\cdot)$ satisfies
$y(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f\left(s, y_{s}\right) d s+\int_{0}^{t} S^{\prime}(t-s)\left(\frac{1}{\Gamma(\alpha)} \int_{0}^{s}(s-\tau)^{\alpha-1} f\left(\tau, y_{\tau}\right) d \tau\right) d s$ we can decompose it as $y(t)=\bar{z}(t)+x(t), t \in J$ which implies $y_{t}=\bar{z}_{t}+x_{t}, t \in J$ and the function $z(\cdot)$ satisfies $z_{0}=0$ and

$$
\begin{aligned}
z(t)= & \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f\left(s, \bar{z}_{s}+x_{s}\right) d s \\
& +\int_{0}^{t} S^{\prime}(t-s)\left(\frac{1}{\Gamma(\alpha)} \int_{0}^{s}(s-\tau)^{\alpha-1} f\left(\tau, \bar{z}_{\tau}+x_{\tau}\right) d \tau\right) d s
\end{aligned}
$$

Let

$$
\Omega_{0}=\left\{z \in \Omega \text { such that } z_{0}=0\right\}
$$

and let $\|\cdot\|_{b}$ be the seminorm in $\Omega_{0}$ defined by

$$
\|z\|_{b}=\left\|z_{0}\right\|_{\mathcal{B}}+\sup \{|z(s)|: 0 \leq s \leq b\}=\sup \{|z(s)|: 0 \leq s \leq b\}, \quad z \in \Omega_{0}
$$

Then $\left(\Omega_{0},\|\cdot\|_{b}\right)$ is a Banach space. Let the operator $F: \Omega_{0} \rightarrow \Omega_{0}$ be defined by
$F(z)(t)= \begin{cases}0, & t \in(-\infty, 0], \\ \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f\left(s, \bar{z}_{s}+x_{s}\right) d s & \\ +\int_{0}^{t} S^{\prime}(t-s)\left(\frac{1}{\Gamma(\alpha)} \int_{0}^{s}(s-\tau)^{\alpha-1} f\left(\tau, \bar{z}_{\tau}+x_{\tau}\right) d \tau\right) d s, & t \in J .\end{cases}$
We need to prove that $F$ has a fixed point, which is a unique mild solution of (1)-(2) on $(-\infty, b]$. We shall show that $F$ is a contraction. Let $z, z^{*} \in \Omega_{0}$. Then we have for each $t \in J$

$$
\begin{aligned}
& \left|F(z)(t)-F\left(z^{*}\right)(t)\right| \\
= & \left\lvert\, \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\left[f\left(s, \bar{z}_{s}+x_{s}\right)-f\left(s, \bar{z}_{s}^{*}+x_{s}\right)\right] d s\right. \\
& \left.+\int_{0}^{t} S^{\prime}(t-s)\left(\frac{1}{\Gamma(\alpha)} \int_{0}^{\tau}(s-\tau)^{\alpha-1}\left[f\left(\tau, \bar{z}_{\tau}+x_{\tau}\right)-f\left(\tau, \bar{z}_{\tau}^{*}+x_{\tau}\right)\right] d \tau\right) d s \right\rvert\, \\
\leq & \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\left|f\left(s, \bar{z}_{s}+x_{s}\right)-f\left(s, \bar{z}_{s}^{*}+x_{s}\right)\right| d s \\
& +\int_{0}^{t} \varphi_{A}(t-s) \frac{1}{\Gamma(\alpha)} \int_{0}^{\tau}(s-\tau)^{\alpha-1}\left|f\left(\tau, \bar{z}_{\tau}+x_{\tau}\right)-f\left(\tau, \bar{z}_{\tau}^{*}+x_{\tau}\right)\right| d \tau d s \\
\leq & \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} L\left\|z_{s}-z_{s}^{*}\right\|_{\mathcal{B}} d s \\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \varphi_{A}(t-s) \int_{0}^{\tau}(s-\tau)^{\alpha-1} L\left\|z_{\tau}-z_{\tau}^{*}\right\|_{\mathcal{B}} d \tau d s \\
\leq & \frac{L}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} K_{b} \sup _{s \in[0, t]}\left|z(s)-z^{*}(s)\right| d s \\
& +\frac{L}{\Gamma(\alpha)} \int_{0}^{t} \varphi_{A}(t-s) \int_{0}^{\tau}(s-\tau)^{\alpha-1} d \tau K_{b} \sup _{s \in[0, t]}\left|z(s)-z^{*}(s)\right| d s \\
\leq & \frac{L K_{b} t^{\alpha}}{\Gamma(\alpha+1)}\left\|z-z^{*}\right\|_{b}+\frac{\left\|\varphi_{A}\right\|_{L^{1}} L K_{b} t^{\alpha}}{\Gamma(\alpha+1)}\left\|z-z^{*}\right\|_{b} .
\end{aligned}
$$

Taking the supremum over $t$ we get

$$
\left\|F(z)-F\left(z^{*}\right)\right\|_{b} \leq \frac{L K_{b} b^{\alpha}}{\Gamma(\alpha+1)}\left(1+\left\|\varphi_{A}\right\|_{L^{1}}\right)\left\|z-z^{*}\right\|_{b}
$$

By (8) $F$ is a contraction and thus, by the contraction mapping theorem, we deduce that $F$ has a unique fixed point $z$. Then $y(t)=\bar{z}(t)+x(t), t \in(-\infty, b]$ is a fixed point of the operator $\mathcal{A}$, which gives rise to a unique mild solution of (1)-(2).

Our second existence result is based on Leray-Schauder nonlinear alternative.
Lemma 3.3. (Nonlinear alternative for single valued maps)[10, p.135]. Let $E$ be a Banach space, $C$ a closed, convex subset of $E, U$ an open subset of $C$ and $0 \in U$. Suppose that $F: \bar{U} \rightarrow C$ is a continuous, compact (that is, $F(\bar{U})$ is a relatively compact subset of $C$ ) map. Then either
(i) $F$ has a fixed point in $\bar{U}$, or
(ii) there is a $u \in \partial U$ (the boundary of $U$ in $C$ ) and $\lambda \in(0,1)$ with $u=\lambda F(u)$.

Theorem 3.4. Let $f: J \times \mathcal{B} \rightarrow E$ be continuous. Assume that:
$\left(A_{1}\right) S(t)$ is compact for all $t>0$;
$\left(A_{2}\right)$ there exist a function $p \in C\left(J, \mathbb{R}^{+}\right)$, and a nondecreasing function $\psi: \mathbb{R}^{+} \rightarrow$ $\mathbb{R}^{+}$such that

$$
|f(t, x)| \leq p(t) \psi\left(\|x\|_{\mathcal{B}}\right), \quad \forall(t, x) \in J \times \mathcal{B}
$$

$\left(A_{3}\right)$ there exists a constant $M>0$ such that

$$
\frac{M}{K_{b}\|p\|_{\infty} \psi(M) \frac{b^{\alpha}}{\Gamma(\alpha+1)}\left(1+\left\|\varphi_{A}\right\|_{L^{1}}\right)+M_{b}\|\phi\|_{\mathcal{B}}}>1
$$

Then, the problem (1)-(2) has at least one mild solution on $(-\infty, b]$.
Proof. Transform the problem (1)-(2) into a fixed point problem. Consider the operator $F: \Omega_{0} \rightarrow \Omega_{0}$ defined in Theorem 3.2, namely,
$F(z)(t)= \begin{cases}0, & t \in(-\infty, 0], \\ \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f\left(s, \bar{z}_{s}+x_{s}\right) d s & \\ +\int_{0}^{t} S^{\prime}(t-s)\left(\frac{1}{\Gamma(\alpha)} \int_{0}^{s}(s-\tau)^{\alpha-1} f\left(\tau, \bar{z}_{\tau}+x_{\tau}\right) d \tau\right) d s, & t \in[0, b] .\end{cases}$
In order to prove that $F$ is completely continuous, we divide the operator $F$ into two operators:

$$
F_{1}(z)(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f\left(s, \bar{z}_{s}+x_{s}\right) d s
$$

and

$$
F_{2}(z)(t)=\int_{0}^{t} S^{\prime}(t-s) F_{1}(z)(s) d s
$$

We prove that $F_{1}$ and $F_{2}$ are completely continuous. We note that the condition $\left(A_{1}\right)$ implies that $S^{\prime}(t)$ is compact for all $t>0$ (see [13, Lemma 2.2]).

Step 1: $F_{1}$ is completely continuous.
At first, we prove that $F_{1}$ is continuous. Let $\left\{z_{n}\right\}$ be a sequence such that $z_{n} \rightarrow z$ in $\Omega_{0}$ as $n \rightarrow \infty$. Then for $t \in[0, b]$ we have

$$
\begin{aligned}
\left|F_{1}\left(z_{n}\right)(t)-F_{1}(z)(t)\right| & \leq \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\left|f\left(s, \bar{z}_{n s}+x_{s}\right)-f\left(s, \bar{z}_{s}+x_{s}\right)\right| d s \\
& \leq \frac{1}{\Gamma(\alpha)}\left\|f\left(\cdot, \bar{z}_{n .}+x .\right)-f(\cdot, \bar{z} .+x .)\right\|_{\infty} \int_{0}^{t}(t-s)^{\alpha-1} d s \\
& \leq \frac{b^{\alpha}}{\Gamma(\alpha+1)}\left\|f\left(\cdot, \bar{z}_{n .}+x .\right)-f(\cdot, \bar{z} .+x .)\right\|_{\infty}
\end{aligned}
$$

Since $f$ is a continuous function, we have

$$
\left\|F_{1}\left(z_{n}\right)-F_{1}(z)\right\|_{b} \rightarrow 0 \text { as } n \rightarrow \infty
$$

Thus $F_{1}$ is continuous.
Next, we prove that $F_{1}$ maps bounded sets into bounded sets in $\Omega_{0}$. Indeed, it is enough to show that for any $\rho>0$, there exists a positive constant $\delta$ such that for
each $z \in B_{\rho}=\left\{z \in \Omega_{0}:\|z\|_{b} \leq \rho\right\}$ one has $F_{1}(z) \in B_{\delta}$. Let $z \in B_{\rho}$. Since $f$ is a continuous function, we have for each $t \in[0, b]$

$$
\begin{aligned}
\left|F_{1}(z)(t)\right| & =\left|\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f\left(s, \bar{z}_{s}+x_{s}\right) d s\right| \\
& \leq \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\left|f\left(s, \bar{z}_{s}+x_{s}\right)\right| d s \\
& \leq \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} p(s) \psi\left(\left\|\bar{z}_{s}+x_{s}\right\|_{\mathcal{B}}\right) d s \\
& \leq \frac{b^{\alpha} \psi\left(\rho^{*}\right)\|p\|_{\infty}}{\Gamma(\alpha+1)}=\delta<\infty,
\end{aligned}
$$

where

$$
\begin{aligned}
\left\|\bar{z}_{s}+x_{s}\right\|_{\mathcal{B}} \leq & \left\|\bar{z}_{s}\right\|_{\mathcal{B}}+\left\|x_{s}\right\|_{\mathcal{B}} \\
\leq & K(t) \sup \{|z(t)|: 0 \leq s \leq t\}+M(t)\left\|z_{0}\right\|_{\mathcal{B}} \\
& +K(t) \sup \{|x(t)|: 0 \leq s \leq t\}+M(t)\left\|x_{0}\right\|_{\mathcal{B}} \\
\leq & K(t) \sup \{|z(t)|: 0 \leq s \leq t\}+M(t)\left\|x_{0}\right\|_{\mathcal{B}} \\
\leq & K_{b} \rho+M_{b}\|\phi\|_{\mathcal{B}}=\rho^{*},
\end{aligned}
$$

and $M_{b}=\sup \{|M(t)|: t \in[0, b]\}$.
Then, $\left\|F_{1}(z)\right\|_{b} \leq \delta$, and hence $F_{1}(z) \in B_{\delta}$.
Now, we prove that $F_{1}$ maps bounded sets into equicontinuous sets of $\Omega_{0}$. Let $\tau_{1}, \tau_{2} \in J, \tau_{2}>\tau_{1}$ and let $B_{\rho}$ be a bounded set. Let $z \in B_{\rho}$. Then if $\epsilon>0$ and $\epsilon \leq \tau_{1} \leq \tau_{2}$ we have

$$
\begin{aligned}
& \left|F_{1}(z)\left(\tau_{2}\right)-F_{1}(z)\left(\tau_{1}\right)\right| \\
= & \left|\frac{1}{\Gamma(\alpha)} \int_{0}^{\tau_{2}}\left(\tau_{2}-s\right)^{\alpha-1} f\left(s, \bar{z}_{s}+x_{s}\right) d s-\frac{1}{\Gamma(\alpha)} \int_{0}^{\tau_{1}}\left(\tau_{1}-s\right)^{\alpha-1} f\left(s, \bar{z}_{s}+x_{s}\right) d s\right| \\
\leq & \left|\frac{1}{\Gamma(\alpha)} \int_{0}^{\tau_{1}-\epsilon}\left[\left(\tau_{2}-s\right)^{\alpha-1}-\left(\tau_{1}-s\right)^{\alpha-1}\right] f\left(s, \bar{z}_{s}+x_{s}\right) d s\right| \\
& +\left|\frac{1}{\Gamma(\alpha)} \int_{\tau_{1}-\epsilon}^{\tau_{1}}\left[\left(\tau_{2}-s\right)^{\alpha-1}-\left(\tau_{1}-s\right)^{\alpha-1}\right] f\left(s, \bar{z}_{s}+x_{s}\right) d s\right| \\
& +\left|\frac{1}{\Gamma(\alpha)} \int_{\tau_{1}}^{\tau_{2}}\left(\tau_{2}-s\right)^{\alpha-1} f\left(s, \bar{z}_{s}+x_{s}\right) d s\right| \\
\leq & \frac{\|p\|_{\infty} \psi\left(\rho^{*}\right)}{\Gamma(\alpha)}\left(\int_{0}^{\tau_{1}-\epsilon}\left[\left(\tau_{2}-s\right)^{\alpha-1}-\left(\tau_{1}-s\right)^{\alpha-1}\right] d s\right. \\
& \left.+\int_{\tau_{1}-\epsilon}^{\tau_{1}}\left[\left(\tau_{2}-s\right)^{\alpha-1}-\left(\tau_{1}-s\right)^{\alpha-1}\right] d s+\int_{\tau_{1}}^{\tau_{2}}\left(\tau_{2}-s\right)^{\alpha-1} d s\right) .
\end{aligned}
$$

As $\tau_{1} \rightarrow \tau_{2}$ and $\epsilon$ sufficiently small, the right-hand side of the above inequality tends to zero. By Arzelá-Ascoli theorem it suffices to show that $F_{1}$ maps $B_{\rho}$ into a precompact set in $E$.

Let $0<t<b$ be fixed and let $\epsilon$ be a real number satisfying $0<\epsilon<t$. For $z \in B_{\rho}$ we define

$$
F_{1 \epsilon}(z)(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t-\epsilon}(t-s-\epsilon)^{\alpha-1} f\left(s, \bar{z}_{s}+x_{s}\right) d s
$$

Note that the set

$$
\left\{\frac{1}{\Gamma(\alpha)} \int_{0}^{t-\epsilon}(t-s-\epsilon)^{\alpha-1} f\left(s, \bar{z}_{s}+x_{s}\right) d s: z \in B_{\rho}\right\}
$$

is bounded since

$$
\begin{aligned}
& \left|\frac{1}{\Gamma(\alpha)} \int_{0}^{t-\epsilon}(t-s-\epsilon)^{\alpha-1} f\left(s, \bar{z}_{s}+x_{s}\right) d s\right| \\
\leq & \|p\|_{\infty} \psi\left(\rho^{*}\right)\left|\frac{1}{\Gamma(\alpha)} \int_{0}^{t-\epsilon}(t-s-\epsilon)^{\alpha-1} d s\right| \\
\leq & \frac{\|p\|_{\infty} \psi\left(\rho^{*}\right)}{\Gamma(\alpha+1)}(t-\epsilon)^{\alpha} .
\end{aligned}
$$

Then for $t>0$, the set

$$
Z_{\epsilon}(t)=\left\{F_{1 \epsilon}(z)(t): z \in B_{\rho}\right\}
$$

is precompact in $E$ for every $\epsilon, 0<\epsilon<t$. Moreover

$$
\begin{aligned}
& \left|F_{1}(z)(t)-F_{1 \epsilon}(z)(t)\right| \\
\leq & \frac{\|p\|_{\infty} \psi\left(\rho^{*}\right)}{\Gamma(\alpha)}\left(\int_{0}^{t-\epsilon}\left[(t-s)^{\alpha-1}-(t-s-\epsilon)^{\alpha-1}\right] d s+\int_{t-\epsilon}^{t}(t-s)^{\alpha-1} d s\right) \\
\leq & \frac{\|p\|_{\infty} \psi\left(\rho^{*}\right)}{\Gamma(\alpha+1)}\left(t^{\alpha}-(t-\epsilon)^{\alpha}\right) .
\end{aligned}
$$

Therefore, the set $Z(t)=\left\{F_{1}(z)(t): z \in B_{\rho}\right\}$ is precompact in $E$. Hence the operator $F_{1}$ is completely continuous.

Step 2: $F_{2}$ is completely continuous.
The operator $F_{2}$ is continuous, since $S^{\prime}(\cdot) \in C(J, B(E))$ and $F_{1}$ is continuous as proved in Step 1.
Now, let $B_{\rho}$ be a bounded set as in Step 1. For $z \in B_{\rho}$ we have

$$
\begin{aligned}
\left|F_{2}(z)(t)\right| & \leq \int_{0}^{t}\left|S^{\prime}(t-s) \| F_{1}(z)(s)\right| d s \\
& \leq \int_{0}^{t} \varphi_{A}(t-s)\left\|F_{1}(z)(s)\right\|_{[D(A)]} d s \\
& \leq \frac{\left\|\varphi_{A}\right\|_{L^{1}} b^{\alpha}\|p\|_{\infty} \psi\left(\rho^{*}\right)}{\Gamma(\alpha+1)}=\delta^{\prime}
\end{aligned}
$$

Thus, there exists a positive number $\delta^{\prime}$ such that $\left\|F_{2}(z)\right\|_{b} \leq \delta^{\prime}$. This means that $F_{2}(z) \in B_{\delta^{\prime}}$.
Next, we shall show that $F_{2}$ maps bounded sets into equicontinuous sets in $\Omega_{0}$. Let $\tau_{1}, \tau_{2} \in J, \tau_{2}>\tau_{1}$ and let $B_{\rho}$ be a bounded set as in Step 1. Let $z \in B_{\rho}$. Then if $\epsilon>0$ and $\epsilon \leq \tau_{1} \leq \tau_{2}$ we have

$$
\begin{aligned}
& \left|F_{2}(z)\left(\tau_{2}\right)-F_{2}(z)\left(\tau_{1}\right)\right| \\
= & \left|\int_{0}^{\tau_{2}} S^{\prime}\left(\tau_{2}-s\right) F_{1}(z)\left(\tau_{2}\right) d s-\int_{0}^{\tau_{1}} S^{\prime}\left(\tau_{1}-s\right) F_{1}(z)\left(\tau_{1}\right) d s\right| \\
\leq & \frac{b^{\alpha}\|p\|_{\infty} \psi\left(\rho^{*}\right)}{\Gamma(\alpha+1)}\left(\int_{0}^{\tau_{1}-\epsilon}\left|S^{\prime}\left(\tau_{2}-s\right)-S^{\prime}\left(\tau_{1}-s\right)\right| d s\right.
\end{aligned}
$$

$$
\left.+\int_{\tau_{1}-\epsilon}^{\tau_{1}}\left|S^{\prime}\left(\tau_{2}-s\right)-S^{\prime}\left(\tau_{1}-s\right)\right| d s+\int_{\tau_{1}}^{\tau_{2}}\left|S^{\prime}\left(\tau_{2}-s\right)\right| d s\right)
$$

As $\tau_{1} \rightarrow \tau_{2}$ and $\epsilon$ sufficiently small, the right-hand side of the above inequality tends to zero. By Arzelá-Ascoli theorem it suffices to show that $F_{2}$ maps $B_{\rho}$ into a precompact set in $E$.

Let $0<t<b$ be fixed and let $\epsilon$ be a real number satisfying $0<\epsilon<t$. For $z \in B_{\rho}$ we define

$$
F_{2 \epsilon}(z)(t)=S^{\prime}(\epsilon) \int_{0}^{t-\epsilon} S^{\prime}(t-s-\epsilon) F_{1}(z)(s) d s
$$

Since $S^{\prime}(t)$ is a compact operator for $t>0$, the set

$$
Z_{\epsilon}(t)=\left\{F_{2 \epsilon}(z)(t): z \in B_{\rho}\right\}
$$

is precompact in $E$ for every $\epsilon, 0<\epsilon<t$. Moreover

$$
\left|F_{2}(z)(t)-F_{2 \epsilon}(z)(t)\right| \leq \frac{\left\|\varphi_{A}\right\|_{L^{1}}\|p\|_{\infty} \psi\left(\rho^{*}\right)}{\Gamma(\alpha+1)}\left(t^{\alpha}-(t-\epsilon)^{\alpha}\right)
$$

Then $Z(t)=\left\{F_{2}(z)(t): z \in B_{\rho}\right\}$ is precompact in $E$. Hence the operator $F_{2}$ is completely continuous.

Step 3: We show there exists an open set $U \subset C(J, E)$ with $z \notin \lambda F(z)$ for $\lambda \in(0,1)$ and $y \in \partial U$.

Let $\lambda \in(0,1)$ and

$$
\begin{aligned}
z(t)=\lambda F(z)(t)= & \lambda \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f\left(s, \bar{z}_{s}+x_{s}\right) d s \\
& +\lambda \int_{0}^{t} S^{\prime}(t-s)\left(\frac{1}{\Gamma(\alpha)} \int_{0}^{s}(s-\tau)^{\alpha-1} f\left(\tau, \bar{z}_{\tau}+x_{\tau}\right) d \tau\right) d s
\end{aligned}
$$

Then

$$
\begin{align*}
|z(t)| & \leq \left\lvert\, \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f\left(s, \bar{z}_{s}+x_{s}\right) d s\right. \\
& \left.+\int_{0}^{t} S^{\prime}(t-s)\left(\frac{1}{\Gamma(\alpha)} \int_{0}^{s}(s-\tau)^{\alpha-1} f\left(\tau, \bar{z}_{\tau}+x_{\tau}\right) d \tau\right) d s \right\rvert\, \\
& \leq \int_{0}^{t} \frac{1}{\Gamma(\alpha)}(t-s)^{\alpha-1}\left|f\left(s, \bar{z}_{s}+x_{s}\right)\right| d s  \tag{9}\\
& +\int_{0}^{t} \frac{\varphi_{A}(t-s)}{\Gamma(\alpha)} \int_{0}^{s}(s-\tau)^{\alpha-1}\left|f\left(\tau, \bar{z}_{\tau}+x_{\tau}\right)\right| d \tau d s \\
& \leq \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} p(s) \psi\left(\left\|\bar{z}_{s}+x_{s}\right\|_{\mathcal{B}}\right) d s \\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \varphi_{A}(t-s) \int_{0}^{s}(s-\tau)^{\alpha-1} p(s) \psi\left(\left\|\bar{z}_{s}+x_{s}\right\|_{\mathcal{B}}\right) d \tau d s
\end{align*}
$$

But

$$
\left\|\bar{z}_{s}+x_{s}\right\|_{\mathcal{B}} \leq K_{b} \sup \{|z(s)|: 0 \leq s \leq t\}+M_{b}\|\phi\|_{\mathcal{B}}
$$

as proved in Step 1. If we let $w(t)$ be the right-hand side of the above inequality then we have that

$$
\left\|\bar{z}_{s}+x_{s}\right\|_{\mathcal{B}} \leq w(t), \quad t \in J
$$

and therefore (9) becomes

$$
\begin{align*}
|z(t)| & \leq \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} p(s) \psi(w(s)) d s  \tag{10}\\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \varphi_{A}(t-s) \int_{0}^{s}(s-\tau)^{\alpha-1} p(s) \psi(w(s)) d \tau d s
\end{align*}
$$

Using (10) in the definition of $w$, we have

$$
\begin{aligned}
w(t)= & K_{b} \sup \{|z(s)|: 0 \leq s \leq t\}+M_{b}\|\phi\|_{\mathcal{B}} \\
\leq & K_{b} \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} p(s) \psi(w(s)) d s \\
& +K_{b} \frac{1}{\Gamma(\alpha)} \int_{0}^{t} \varphi_{A}(t-s) \int_{0}^{s}(s-\tau)^{\alpha-1} p(s) \psi(w(s)) d \tau d s+M_{b}\|\phi\|_{\mathcal{B}}
\end{aligned}
$$

Then

$$
\|w\| \leq K_{b}\|p\|_{\infty} \psi(\|w\|) \frac{b^{\alpha}}{\Gamma(\alpha+1)}+K_{b}\|p\|_{\infty} \psi(\|w\|) \frac{b^{\alpha}}{\Gamma(\alpha+1)}\left\|\varphi_{A}\right\|_{L^{1}}+M_{b}\|\phi\|_{\mathcal{B}}
$$

and consequently

$$
\frac{\|w\|}{K_{b}\|p\|_{\infty} \psi(\|w\|) \frac{b^{\alpha}}{\Gamma(\alpha+1)}\left(1+\left\|\varphi_{A}\right\|_{L^{1}}\right)+M_{b}\|\phi\|_{\mathcal{B}}} \leq 1
$$

Thus, by $\left(A_{3}\right)$, there exists $M$ such that $\|w\| \neq M$. Let us set

$$
U=\{x \in C(J, E):\|y\|<M\}
$$

From the choice of $U$, there is no $y \in \partial U$ such that $y=\lambda F(y)$ for some $\lambda \in(0,1)$. Consequently, by the nonlinear alternative of Leray-Schauder type (Lemma 3.3), we deduce that $F$ has a fixed point $x \in \bar{U}$ which is a solution of (1)-(2) on $(-\infty, b]$. This completes the proof.

Finally, we give an existence result based upon Schaefer's fixed point theorem.
Theorem 3.5. (Schaefer's fixed point theorem) [27, p.29]. Let E a Banach space, and $F: E \rightarrow E$ be a completely continuous operator. Then either
(a) $F$ has a fixed point, or
(b) The set $\mathcal{E}=\{x \in U: x=\lambda F(x), 0<\lambda<1\}$ is unbounded.

Theorem 3.6. Let $f: J \times \mathcal{B} \rightarrow E$ be continuous. Assume that:
$\left(B_{1}\right) S(t)$ is compact for all $t>0$;
$\left(B_{2}\right)$ there exist functions $p, q \in C\left(J, \mathbb{R}_{+}\right)$such that

$$
|f(t, u)| \leq p(t)+q(t)\|u\|_{\mathcal{B}}, t \in J \text { and } u \in \mathcal{B}
$$

Then, the problem (1)-(2) has at least one mild solution on $(-\infty, b]$, provident that

$$
\frac{b^{\alpha} K_{b}\|q\|_{\infty}}{\Gamma(\alpha+1)}\left(1+\left\|\varphi_{A}\right\|_{L^{1}}\right)<1
$$

Proof. Define $F$ as in the proof of Theorem 3.2. As in Theorem 3.4 we can prove that $F$ is completely continuous. Here we prove that the set

$$
\mathcal{E}=\left\{z \in \Omega_{0}: z=\lambda F(z), 0<\lambda<1\right\}
$$

is bounded.
Let $z \in \mathcal{E}$ be any element. Then, for each $t \in[0, b]$,

$$
\begin{aligned}
|z(t)| \leq & \frac{1}{\Gamma(\alpha)}\left(\int_{0}^{t} p(s)(t-s)^{\alpha-1} d s+\int_{0}^{t}(t-s)^{\alpha-1} q(s)\left[K_{b}\|z\|_{b}+M_{b}\|\phi\|_{\mathcal{B}}\right] d s\right) \\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \varphi_{A}(t-s) \int_{0}^{s}(s-\tau)^{\alpha-1}\left(p(s)+q(s)\left[K_{b}\|z\|_{b}+M_{b}\|\phi\|_{\mathcal{B}}\right]\right) d \tau d s \\
\leq & \frac{b^{\alpha}\|p\|_{\infty}}{\Gamma(\alpha+1)}+\frac{b^{\alpha}\|q\|_{\infty}}{\Gamma(\alpha+1)}\left[K_{b}\|z\|_{b}+M_{b}\|\phi\|_{\mathcal{B}}\right]+\frac{b^{\alpha}\left\|\varphi_{A}\right\|_{L^{1}}\|p\|_{\infty}}{\Gamma(\alpha+1)} \\
& +\frac{b^{\alpha}\left\|\varphi_{A}\right\|_{L^{1}}\|q\|_{\infty}}{\Gamma(\alpha+1)}\left[K_{b}\|z\|_{b}+M_{b}\|\phi\|_{\mathcal{B}}\right] \\
= & \frac{b^{\alpha}}{\Gamma(\alpha+1)}\left[\|p\|_{\infty}\left(1+\left\|\varphi_{A}\right\|_{L^{1}}\right)+\|q\|_{\infty}\|\phi\|_{\mathcal{B}} M_{b}\left(1+\left\|\varphi_{A}\right\|_{L^{1}}\right)\right] \\
& +\frac{b^{\alpha} K_{b}\|q\|_{\infty}}{\Gamma(\alpha+1)}\left(1+\left\|\varphi_{A}\right\|_{L^{1}}\right)\|z\|_{b} \\
= & \frac{b^{\alpha}}{\Gamma(\alpha+1)}\left(1+\left\|\varphi_{A}\right\|_{L^{1}}\right)\left(\|p\|_{\infty}+\|q\|_{\infty}\|\phi\|_{\mathcal{B}} M_{b}\right) \\
& +\frac{b^{\alpha} K_{b}\|q\|_{\infty}}{\Gamma(\alpha+1)}\left(1+\left\|\varphi_{A}\right\|_{L^{1}}\right)\|z\|_{b}
\end{aligned}
$$

and consequently
$\|z\|_{b} \leq \frac{b^{\alpha}}{\Gamma(\alpha+1)}\left(1+\left\|\varphi_{A}\right\|_{L^{1}}\right)\left(\|p\|_{\infty}+\|q\|_{\infty}\|\phi\|_{\mathcal{B}} M_{b}\right)\left\{1-\frac{b^{\alpha} K_{b}\|q\|_{\infty}}{\Gamma(\alpha+1)}\left(1+\left\|\varphi_{A}\right\|_{L^{1}}\right)\right\}^{-1}$.
Hence the set $\mathcal{E}$ is bounded. As a consequence of Theorem 3.5 we deduce that $F$ has at least a fixed point, then the operator $\mathcal{A}$ has one, which gives rise to a mild solution of (1)-(2) on $(-\infty, b]$.

## 4. An example

As an application of our results we consider the following fractional time partial functional differential equation of the form

$$
\begin{align*}
& \frac{\partial^{\alpha}}{\partial t^{\alpha}} u(t, x)=\frac{\partial^{2}}{\partial x^{2}} u(t, x)+\int_{-\infty}^{0} P(\theta) g(t, u(t+\theta, x)) d \theta \\
& x \in[0, \pi], t \in[0, b], 0<\alpha<1  \tag{11}\\
& u(t, 0)=u(t, \pi)=0, t \in[0, b]  \tag{12}\\
& u(t, x)=u_{0}(t, x), x \in[0, \pi], t \in(-\infty, 0] \tag{13}
\end{align*}
$$

where $P:(-\infty, 0] \rightarrow \mathbb{R}, g: \mathbb{R} \rightarrow \mathbb{R}$ and $u_{0}:(-\infty, 0] \times[0, \pi] \rightarrow \mathbb{R}$ are continuous functions. To study this system, we take $E=L^{2}[0, \pi]$ and let $A$ be the operator given by $A w=w^{\prime \prime}$ with domain $D(A)=\left\{w \in E, w, w^{\prime}\right.$ are absolutely continuous, $\left.w^{\prime \prime} \in E, w(0)=w(\pi)=0\right\}$.

Then

$$
A w=\sum_{n=1}^{\infty} n^{2}\left(w, w_{n}\right) w_{n}, \quad w \in D(A)
$$

where $(\cdot, \cdot)$ is the inner product in $L^{2}$ and $w_{n}(x)=\left(\frac{2}{\pi}\right)^{\frac{1}{2}} \sin (n x), n=1,2, \ldots$ is the orthogonal set of eigenvectors of $A$. It is well known that $A$ is the infinitesimal generator of an analytic semigroup $(T(t))_{t \geq 0}$ on $E$ and is given by

$$
T(t) w=\sum_{n=1}^{\infty} e^{-n^{2} t}\left(w, w_{n}\right) w_{n}, \quad w \in E
$$

From these expressions it follows that $(T(t))_{t \geq 0}$ is uniformly bounded compact semigroup, so that $R(\lambda, A)=(\lambda-A)^{-1}$ is compact operator for all $\lambda \in \rho(A)$.

From [23, Example 2.2.1] we know that the integral equation

$$
u(t)=h(t)+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} A u(s) d s, s \geq 0
$$

has an associated analytic resolvent operator $(S(t))_{t \geq 0}$ on $E$ given by

$$
S(t)= \begin{cases}\frac{1}{2 \pi i} \int_{\Gamma_{r, \theta}} e^{\lambda t}\left(\lambda^{\alpha}-A\right)^{-1} d \lambda, & t>0 \\ I, & t=0\end{cases}
$$

where $\Gamma_{r, \theta}$ denotes a contour consisting of the rays $\left\{r e^{i \theta}: r \geq 0\right\}$ and $\left\{r e^{-i \theta}: r \geq 0\right\}$ for some $\theta \in\left(\pi, \frac{\pi}{2}\right) . S(t)$ is differentiable (Proposition 2.15 in [3]) and there exists a constant $M>0$ such that $\left\|S^{\prime}(t) x\right\| \leq M\|x\|$, for $x \in D(A) t>0$.

For the phase space $\mathcal{B}$, we choose the well-known space $\mathcal{B U C}\left(\mathbb{R}^{-}, E\right)$ of uniformly bounded continuous functions equipped with the following norm:

$$
\|\varphi\|=\sup _{\theta \leq 0}|\varphi(\theta)| \text { for } \varphi \in \mathcal{B}
$$

To represent the system (11)-(13) in the abstract form (1)-(2) we consider $\varphi \in$ $\mathcal{B U C}\left(\mathbb{R}^{-}, E\right), x \in[0, \pi]$ and introduce the functions

$$
\begin{aligned}
y(t)(x) & =u(t, x), \quad t \in[0, b], x \in[0, \pi] \\
\phi(\theta)(x) & =u_{0}(\theta, x), \quad-\infty<\theta \leq 0, x \in[0, \pi] \\
f(t, \varphi)(x) & =\int_{-\infty}^{0} P(\theta) g(t, \varphi(\theta)(x)) d \theta, \quad-\infty<\theta \leq 0, x \in[0, \pi]
\end{aligned}
$$

Then the problem (11)-(13) takes the following abstract form:

$$
\begin{cases}D^{\alpha} y(t) & =A y(t)+f\left(t, y_{t}\right), \quad t \in J=[0, b], \quad 0<\alpha<1  \tag{14}\\ y_{0} & =\phi \in \mathcal{B}\end{cases}
$$

We assume the following assumptions:
(i) $P$ is integrable on $(-\infty, 0]$.
(ii) There exist a continuous increasing function $\psi:[0, \infty) \rightarrow[0, \infty)$ such that

$$
|g(t, v)| \leq \psi(|v|), \quad \text { for } \quad v \in \mathbb{R}
$$

By the dominated convergence theorem of Lebesgue, we can show that $f$ is a continuous function of $\mathcal{B}$ in $E$. On the other hand, we have for $\varphi \in \mathcal{B}$ and $x \in[0, \pi]$

$$
|f(t, \varphi)(x)| \leq \int_{-\infty}^{0}|P(\theta)| g(t,|\varphi(\theta)(x)|) d \theta
$$

Since the function $\psi$ is increasing, we have

$$
|f(t, \varphi)| \leq \int_{-\infty}^{0}|P(\theta)| d \theta \psi\left(\|\varphi\|_{\mathcal{B}}\right) \text { for } \varphi \in \mathcal{B}
$$

Choose $b$ such that

$$
\frac{L b^{\alpha}}{\Gamma(\alpha+1)}(1+M)<1
$$

Since the conditions of Theorem 3.2 are satisfied, there is a function $u \in C((-\infty, b]$, $\left.L^{2}[0, \pi]\right)$ which is a mild solution of (11)-(13).
Acknowledgment. The authors gratefully acknowledge the referee for his/her constructive comments that lead to the improvement of the original manuscript.

## References

[1] R.P. Agarwal, M. Belmekki and M. Benchohra, A survey on semilinear differential equations and inclusions involving Riemann-Liouville fractional derivative, Adv. Difference Equ. 9. 46 pages, ID 981728.
[2] B. de Andrade, J. P. C. dos Santos, Existence of solutions for a fractional neutral integrodierential equation with unbounded delay, Electron. J. Diff. Equ., Vol. 2012 (2012), No. 90, pp. 1-13.
[3] E. Bajlekova, Fractional Evolution Equations in Banach Spaces, University Press Facilities, Eindhoven University of Technology, 2001.
[4] K. Balachandran and S. Kiruthika, Existence results for fractional integrodifferential equations with nonlocal conditions via resolvent operators, Comput. Math. Appl. 62 (2011), 1350-1358.
[5] M. Belarbi, M. Benchohra, A. Ouahab, Uniqueness results for fractional functional differential equations with infinite delay in Frechet spaces, Appl. Anal. 85 (2006), 1459-1470.
[6] M. Belmekki, M. Benchohra, L. Gorniewich, Functional differential equations with fractional order and infinite delay, Fixed Point Theory, 9 (2008), 423-439.
[7] M. Belmekki, K. Mekhalfi and S.K. Ntouyas, Semilinear functional differential equations with fractional order and finite delay, Malaya Journal of Matematik 1 (2012), 73-81.
[8] M. Benchohra, J. Henderson, S.K. Ntouyas, A. Ouahab, Existence results for fractional order functional differential equations with infinite delay, J. Math. Anal. Appl. 338 (2008), 13401350.
[9] J. Dabas, A. Chauhan, M. Kumar, Existence of the mild solutions for impulsive fractional equations with infinite delay, Int. J. Differ. Equ. Volume 2011, Article ID 793023, 20 pages.
[10] A. Granas and J. Dugundji, Fixed Point Theory, Springer-Verlag, New York, 2003.
[11] M.M. El-Borai, Some probability densities and fundamental solutions of fractional evolution equations, Chaos Solitons and Fractals 14 (2002), 433-440.
[12] J. Hale and J. Kato, Phase space for retarded equations with infinite delay, Funkcial. Ekvac 21 (1978), 11-41.
[13] E. Hernández, D. O’Regan and K. Balachandran, On recent developments in the theory of abstract differential equations with fractional derivatives, Nonlinear Anal. 73 (2010), 34623471.
[14] Y. Hino, S. Murakami and T. Naito, Functional Differential Equations with Infinite Delay, Lecture Notes in Mathematics, 1473, Springer-Verlag, Berlin, 1991.
[15] L. Kexue and J. Junxiong, Existence and uniqueness of mild solutions for abstract delay fractional differential equations, Comput. Math. Appl. 62 (2011), 1398-1404.
[16] A.A. Kilbas, H.M. Srivastava and J.J. Trujillo, Theory and Applications of Fractional Differential Equations, North-Holland Mathematics Studies, 204, Elsevier Science B.V., Amsterdam, 2006.
[17] V. Lakshmikantham S. Leela and J. Vasundhara Devi, Theory of Fractional Dynamic Systems, Cambridge Academic Publishers, Cambridge, 2009.
[18] M.P. Lazarevic and A.M. Spasic, Finite-time stability analysis of fractional order time delay systems: Gronwall's approach, Math. Comput. Modelling 49 (2009), 475-481.
[19] K.S. Miller and B. Ross, An Introduction to the Fractional Calculus and Differential Equations, John Wiley, New York, 1993.
[20] G.M. Mophou and G.M. N'Guérékata, Existence of mild solutions of some semilinear neutral fractional functional evolution equations with infinite delay, Appl. Math. Comput. 216 (2010), 61-69.
[21] K.B. Oldham and J. Spanier, The Fractional Calculus, Academic Press, New York, London, 1974.
[22] I. Podlubny, Fractional Differential Equation, Academic Press, San Diego, 1999.
[23] J. Prüss, Evolutionary Integral Equations and Applications, Monographs in Mathematics, 87, Birkhäuser Verlag, Basel, 1993.
[24] S.G. Samko, A.A. Kilbas and O.I. Marichev, Fractional Integrals and Derivatives, Theory and Applications, Gordon and Breach, Yverdon, 1993.
[25] X. Shu, Y.Lai, Y. Chen, Existence and continuous dependence of mild solutions for fractional abstract differential equations with infinite delay, Electron. J. Qual. Theory Differ. Equ. 2012, No. 56, 1-20.
[26] X. Shu, Y.Lai, Y. Chen, The existence of mild solutions for impulsive fractional partial differential equations. Nonlinear Anal. 74 (2011) 2003-2011.
[27] D.R. Smart, Fixed Point Theorems, Cambridge University Press, 1980.
Mohammed Belmekki and Kheira Mekhalfi
Department of Mathematics, Saida University, BP 138, 20000 Saida, Algeria
E-mail address: m.belmekki@yahoo.fr
Sotiris K. Ntouyas
Department of Mathematics, University of Ioannina, 45110 Ioannina, Greece
E-mail address: sntouyas@uoi.gr


[^0]:    2010 Mathematics Subject Classification. 34A08, 26A33, 34K05.
    Key words and phrases. Semilinear functional differential equations; fractional derivative; fractional integral; fixed point; mild solutions; resolvent operator.
    ${ }^{1}$ Corresponding author.
    Submitted Dec. 11, 2012. Published - -, 2013.

