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Recognize The Alphabet of Fingerspelling Using Statistical
Classifiers to Facilitate Communication Between Hearing-
Impaired Persons and Others

ABSTRACT

The predominant method of communication for hearing-
impaired and deaf people is still sign language. It is a carefully
constructed hand gesture language, and each motion denotes a
certain meaning. The purpose of this paper is to create a system
for Arabic Sign Language automatic translation. The proposed
Arabic sign to Text System consists of five primary stages and
serves as a translator for deaf and dumb persons and normal
people to improve communication. This system depends on
building a two datasets image features for Arabic sign language
gestures alphabets from two resources: the Arabic Sign Language
dictionary and gestures from different signers' humans. It also
uses gesture recognition techniques, which lets the user interact
with the outside world. Video and images capture, Video and
images processing, Hand Signs construction, classification, and
finally text transformation and interpretation. In this paper, we use
a set of appropriate features in step hand sign construction and
classification of based on different classification algorithms such
as (KNN, MLP and C4.5) and compare these results to get better
classifier. This system offers a novel technique of hand detection
that detects and extracts hand gestures of Arabic Sign from Image
or Video..

KEYWORDS: ARABIC SIGN LANGUAGE, HAND GESTURE, FEATURES
EXTRACTION, HAND DETECTION.
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1. INTRODUCTION

The predominant method of communication for hearing-
impaired and deaf people is still sign language. It is a carefully
constructed hand gesture language, and each motion denotes a
certain meaning. The purpose of this paper is to create a system
for Arabic Sign Language automatic translation. The suggested
Arabic Text (PROPOSED) System consists of five primary stages
and serves as a translator for deaf and dumb persons and normal
people to improve communication. capturing images and video,
The primary form of communication for deaf and hearing-
impaired people is sign language. The two basic methodologies
used in sign language are vision-based and biomechanical (Gloves
sensor). Users of vision-based systems do not need to employ
expensive equipment, but the pre-processing stage does require
significant computations. Sensor-based systems, in contrast, use
sensor-enabled instrumented gloves in place of the cameras used
in vision-based systems. This paper outlines a computerized sign
language recognition system for the vocally impaired (deaf and
dumb) who use sign language for communication, as well as a
computer vision-based gesture interface that is a component of the
system.

A typical image-based PROPOSED system has three levels:
continuous recognition, alphabet recognition, and isolated-word
recognition. A collection of images or a video sequence of the
indicators serves as the input for vision-based approaches. To
manually separate the signs, the signers are requested to halt in
between each sign. The methodologies and algorithms for hand
detection, which will be used as an input for the gesture
recognition process, will be presented in this paper along with
research findings in progress.
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Section | introduces the proposed system, which employs image
and pattern recognition technologies. Section 2 provides a
description of related works. The proposed system's overview is
covered in Section 3. The system's computer simulation findings
are reported in Section 4 before a summary of the conclusions and
next steps is provided in Section 5.

2. RELATED WORKS

People who are deaf, dumb, or have hearing impairments
are unable to speak and hear like regular people; as a result, they
must frequently rely on visual means of communication. [1], The
only form of communication between those with hearing loss and
those without it is sign language, yet the vast majority of people
without hearing loss are not familiar with it. The use of sign
language varies by country, geography, and socioeconomic status
[2], Tabata et al. [3] suggested a method for recognizing finger
spelling that makes use of distinguishing characteristics of hand
form. Halawani [4] unveiled a mobile device translation app for
Arabic sign language. Tsukada et al. [5] presented a new glove-
based input device to be used as a wearable computer's input
device. Based on data glove, Khalid Alvi et al. [6] recognized
Pakistani sign language using statistical template matching. A
glove with sensors was used to create an Arabic sign language
recognition system, according to Al-Buraiky et al. [7] Recently,
the Arabic sign language (ArSL) has been acknowledged and
documented. To establish the sign language used in Arabic-
speaking countries, numerous initiatives have been made. are
working to standardize sign language and promote it among the
deaf community and other interested parties. The same sign
alphabets are used in Arabic-speaking nations, but [8], [9], Feris et
al. [10] presented a method to use depth discontinuities to
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distinguish between some signs' similarities by employing a multi-
flash camera for finger spelling recognition. However, Tanibata et
al. [11] offered a prototype method based on feature extraction to
address the hand occlusion issue for the recognition of Chinese
sign language. Support vector machine (SVM)-based prototype
systems for Arabic sign language recognition and an automatic
translation system for Arabic text to Arabic sign language were
both introduced by Mohandes [12, 13]. A Sign to Voice system
prototype that can recognize hand motions by converting digitized
images of hand sign language to voice using a Neural Network
technique was proposed by Foong et al. [14].

3. THE PROPOSED SYSTEM

This section provides an overview of the five key steps of
the proposed Automatic Translation Arabic Sign to Arabic Text
System. Figure 1 depicts the proposed system's cycle for video
and image acquisition, video and image processing, hand sign
construction, classification, and text transformation and
interpretation.

[

Data Sets
Acquisition

processing

] [ Video and images ] Hand Signs Construction | | Recognition and Interpretation

Figure 1: The basic phases of the proposed
PROPOSED System

and Feature Extraction Classification and Translation




Recognize The Alphabet of Fingerspelling Using Statistical Classifiers to Facilitate ...

: Testing Videos | Training Videos l—l J
Read video or Frames - D —

1 1 — 1

Yl Hand Features
Wideo (under standing) — @ O Exdraction —_— _ —
Processin g Sub sy stemn E— Dataset of = = S ul sy stem - = Dataset of video

video frames frames

— N v
= Features Wectors ]-\: —
NMap ping betw een Axabic sign lan guage
and Arabic text Subsystean

Ag-abic Text generation Yes " —
(transformation) = — Isit matching with —
Subsystemn ) — the Exnression? __—

I Isit matching with —

the words?

i

MO Add image to
- Isitmatching T datasetr of

e withthe letter? L = yideo frames

S
Apply the rules used to

—
rep resent the word ArSL Rules base

Y es -

L ——— - Is there image e
— . for translation? L

Mo

Figure 2:Flow chart of the proposed system to translate ArSL
into Arabic language

The following flow chart, displayed in Figure 2, shows the various
processes the proposed system must go through. The following
sections go into greater depth about each step

3.1.Video and Images capture phase

The proposed system's initial stage involves capturing
visual data from the environment using an input device like a
camera, This stage's output is a set of colored images (RGB)
representing the hand gestures that correspond to each individual
letter of the Arabic sign language, as shown in the Figure 3. The
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data entered for this stage give rise to gestures performed by a
number of indicators while wearing gloves of a dark color in
various lighting environments with a light background (first data
set) or without gloves (natural color of the skin) with a dark
background (second data set).

AutomaticTranslation Arabic Sign to Arabic Text System
Ay A0 5 A Al Aiagd i aY) o il ol

KING KHALID WRIVERSITY

Figure.3 The main screen of the proposed System

3.2.Video and images pre-processing phase

It has been using a number of algorithms to discover it and
select the appropriate adjectives to describe and distinguish the
form of a gesture hand and draw these qualities for use in
computer training to learn the letters, and the corresponding
characters in the Arabic language. The second step involved the
use of image processing techniques for initial processing of
images captured gestures in order to hand detection of the image
and isolate it from the background.The RGB to Gray conversion is
necessary after the frame image is taken because it is in RGB
format. After the conversion, we are left with a grayscale image,
which we may now enhance using a variety of approaches. These
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include image segmentation, morphological image processing,
noise removal, and highlighting key areas (such as the hand
shape) in the image.The implementation of this algorithm
proposed several methods to detect a hand, such as Sobel, Canny
Edge, Thresholding and Adjust the contrast method, which are
similar in technologies used to convert the image to gray,
extrapolation, and other operations. This algorithm has been
proven effective in the process of image processing and
distinguish easily understanding and implementation. Utilize a
mixture of 700 photographs that were initially captured, with 25
images being used for each letter of the Arabic alphabet. The
images that were extracted were all black and white. Following
isolation, detection, and the subsequent figure, each image in the
shape of a hand gesture serves as an example for each letter of the
alphabet before the main image processing procedure. [15]

4.‘ .;“.4‘.4-_',-&“‘[‘ At_a

(Alify-1 (Baa)-= (Taa)-& (saa)-& (Geem)-g (Haa)-z (Khaa)-¢

(Daal) -2 (Zaal)_a (Raa) — g (Zay)-3  (Seen) —u~

(Sheen) (Saad)

Ll b wm W e B

(Tah)-& (Zah)-%  (Ain)—¢  (Ghin)—¢ (Faa)—d (Kaf)y -3

-;'AA-.““—-.‘. _w

-d (Laam)-d (Meem)—a (Noon)—¢  (Heh)-- (Waw) s (Yaa)—g

Figure.4 the proposed system dataset of alphabets letters
before pre-processing
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The second stage in our system is the pre-processing is the

data preparation process. The data sets have been made robust as
separate images were taken of more signers with different manual
sizes and complex backgrounds and contain round samples and
variable angles between 60 and -60 degrees to make the system
robust. Color images are processed to improve image quality. The
color image is converted to a gray scale image of 256 density
levels and resizes to a 640 x 480 pixel image. Some filtering
methods can be applied to remove unwanted noise.
The pre-processing stage aims to convert data into a format that
can be processed more easily and effectively as this stage consists
of several methods of, optimization and enhancement Image,
segmentation, and morphological filtering.

The pre- processing image stage depends on the steps of
hand detection, where techniques optimization and enhancement
Image, segmentation, and morphological filtering are applied to
the color image in several ways to obtain the best sample to help
us later extract the best features and then get the best accuracy.

At this phase, several steps for pre-processing ArSL's alphabet

Input from stage

Images caplure

gesture images are represented, these steps are shown in Figure.5

Video or Images " Hand edge detection
Segmentation 1
Convert RGB to Gray
. Scale Image ' -
Video and [ l E Edges detection H Ourtput from
'

pt

b ' H
ontrast H ! (BW image) of
+ H hMMorphological image ' Hand object

Original inaag:z ! Image Enhancemen
= =T [ and contras
h

Convert grayscale
images to black and
white imag

i
! ' operations H
! Noise filtering and : '
: removing : ]
e i ! ‘
- ! . ' Hand edge detection .
I H ' S
i ' :
[ ' :
i H '

iAges

stage Video and
Images capture

Figure 5: Cycle of second stage in proposed system
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3.3.hand sign construction and detection Stage

In this section, the results of implementing the hand
detection stage and extracting it from each alphabet gesture for
each of the three data sets mentioned previously in the image
acquisition phase used in this system will be presented and
depending on the two methods used in this step. The table.2.
shows some of the letters of the alphabet, and the shape of the
hand after extracting it from the background in the pictures of the
alphabet gestures after processing.

Hand Detection Case Sobel Method Threshold Method

Hand Detection

<*}

A

- . 4
I >

Hand Detection

</
A

A

with noise .
No Hand l I h
Detection m “' ——]

Table 2: The hand detection in proposed system by two
methods
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In the previous table, models for hand extraction and
detection using the two selected methods are shown. Figures 6, 7
and 8 show results of comparison between the two methods for
hand extracting and detection in each of the three dataset.

21732

1922
2000

1500

1000

486

500 372

254 -
o mm ] ]
Hand Detection Hand Detection with Noise No Hand Detection
m Sobel Filter Method Threshold method

Figure 6: Hand detection ratio by two methods for dataset No. 1

2000

2614
2500 2416
2000
1500
1000
500 286
. o8 72 - 114
Hand Detection Hand Detection with Nolse MNo Hand Detection
m Sobel Filter Method Threshold method

Figure 7: Hand detection ratio by two methods for dataset No. 2

3000
26732 2762
2500
2000
1500
1000
500
89 30 28 s
o I
Hand Detection Hand Detection with Noise No Hand Detection
B Sobel Filter Method Threshold method

Figure 8: Hand detection ratio by two methods for dataset No. 3
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The accuracy of hand detection was evaluated in each
method by calculating the number of examples in which the hand
was successfully detected and isolated relative to the total number
of examples according to equation 1 and ignoring the examples in
which the hand was detected with the presence of noise, and
considering them unacceptable because the noise affects
negatively significantly when calculating the properties of a shape
the hand gives wrong results in the classification phase. The table
3, below illustrates the proportion of the hand detection in each
set according to each method.

Correct Samples without Noize =100 (Eq l)

Total Samples

Hand Detection Rate =

Table 3: The ratio of the hand detection in each dataset

Hand edges detection method
No. Of Dataset Sobel Threshold

method method
Dataset 1 77.61% 70.79%
Dataset 2 86.29% 93.36%

4. Experimental Results of classification stage

In this section, we will display the results of the recognition
of alphabets Arabic sign language by using one of the supervised
learning algorithms as mentioned above, relying on one of the
three data sets resulting from the stage of extracting hand shape
features which represent training data for the selected classifiers.
The implementation results of the classification and recognition
phase using the WEKA software tool are discussed, where a
number of experiments are conducted as follows:
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A. Results using estimate error classification

Two methods were used to estimate the error classification, the

first method is holdout for the selection or vote of samples for
testing and training data sets and second method is cross
validation used to measure performance evaluation.
The WEKA software Tool was used to apply classification based
on statistical classification algorithms (C4.5,NaiveBayes,KNN )
and a Multi-Layer Perceptron (MLP) network learning algorithm
and a comparison of results in order to choose the best
classification in terms of accuracy and speed.

The following tables 4,and 5 are present the results of
comparing the performance of the four classifiers studied in the
research about the number of letters gestures classified correctly
(according to the group for the first dataset features images, using
the Holdout method rates experimental ranging from 66% to 90%.
The method Holdout for the selection or vote of samples were
used to estimate the error classification, for make testing or
training for data sets used to measure performance evaluation.

Table 4: Recognizing gestures letters accuracy by Holdout in
Datasetl

Holdout Percentage
66% 75% 80% 85% 90%
C4.5(J48) |80.6723 | 85.7143 | 86.4286 | 88.5174 | 85.7143
MLP 88.6555 | 86.8571 | 90.00 | 94.2857 | 91.4286
K-NN(IBK) | 90.7563 | 92.5714 | 95.00 | 93.3333 | 92.8571
Naive-
Bayesian

Classifiers

84.4538 | 86.2857 | 83.5714 | 83.8095 | 84.2857
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Table 5: Recognizing gestures letters accuracy by Cross-
Validation in dataset-1

Classifiers Cross-Validation value
Fold=5 Fold=10 Fold=15 | Fold=20
C4.5(J48) 82.2857 84.2857 84.00 82.8571
MLP 90.1429 91.5714 91.5714 | 91.1429
K-NN(IBK) 91.1429 92.2857 91.5714 | 92.5714
Naive- 855714 | 858571 | 86.4286 |86.7143
Bayesian

The results of comparing the performance of the four classifiers
studied in the study regarding the number of letters gestures
correctly categorized according to category for the second dataset
features images of characters signs by using two of these methods
are shown in the tables 6 and 7 below.

Table 6: Recognizing gestures letters accuracy by Holdout in

dataset-2
Classifiers Cross-Validation value
Fold=5 | Fold=10 Flod=15 Fold=20
C4.5(J48) 90.4286 | 90.7143 92.5714 91.00
MLP 97.8571 | 98.2857 97.5714 97.2857
K-NN(IBK) 97.5714 | 97.8571 97.8571 98.00
Naive-Bayesian 96.00 96.5714 96.5714 96.4286
Table 77 Recognizing gestures Ietters accuracy by Cross-Validation
in dataset-2
Classifiers Holdout Percentage
66% 75% 80% 85% 90%
C4.5(J48) 89.4958 | 90.8571 | 91.4286 | 89.5238 90%
MLP 94.1176 | 96.5714 | 97.1429 | 94.2857 | 98.5714
K-NN(IBK) 97.479 | 97.1429 | 98.5714 | 98.0952 | 98.5714
Nalve- | g6 6387 | 97.7143 | 97.1429 | 96.1905 | 97.1429
Bayesian

-15 -



Journal of Qena Faculty of Arts (Vol. 57 —October 2022)

According to the previous table, we noticed that the K-NN
classifier is the highest in the classification accuracy, Table.8
illustrate the rate of recognition of each letter from these letters

using KNN classifier and the number of samples that were
recognized correctly.

-16 -
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Recognition Using KNN

abcdefghijklmnopgrstuvwxyzaab <--

Table 1: The alphabets Matrix of Single Handed ArSL

Arabic
Alphabets

C
<

K)

U
L
L
4

J

A

classified as

600000000000000000000O00000000O0]a

alef
ba

006000000000000000O000000O0O00O000O0O0O0]Cc=ta

06100000000000000000000O0000000O0Q]Db

00065000000000000000000000000]d=th

00006300000000000000000000000] e=gem

haa

00000620000000000000000000000O0]f

kha
dal

0000000058 0000000000000000000]i=zal

0000005 000000000000000000000]4

00000006100000000O000O00O00OOO0ODOOOO0O]N

0000000O00062000000000000000000]j=ra

000000000050 00000000000000000]k=za

0000000000000 00O000O00O000O000O0000O000Q0]I=sen

00000000000062000000000000000| m
shin
00000000000006300000000000200|n=sad

dad

0000000O0000O000O000063100000000000] p=tah

0000000O00O0000O0O00OALO0O0OO0ODOOOO0OOODO] O

0000O000O00O0D0O0O00OD0O00ODO05900000000000]g=thah
0000000O000O000OD0O00O0DO0O00OGOO0O00O0O00OO00O00O0O0O0O]Tr=ayn

00000000000000000061000000000O0]s
ghayn
00000000O0O00000O0O000D0O0D06210000000]|t="fa

0000000O00O0D0O0DO0O00ODO0OD0O00O01600000000]u=ka

= kaf

00110000000000000000060000300]V
000000000000O00O0DO0O0D0O0O0ODO0O00O6G310000] W

=la

00000000000000000001000640000]x

mem
0000000O00000O000O0O000O0O00O01000059 000]Yy

non

0000000O0000O00001000001110005800]z=he
0000000O00O00ODO0ODO0OODO0ODOO0ODO0OODO6B30O]aa

=wa

0000O000O00ODO0ODO0OO0O0O0O0ODO0O0ODO0ODOOOOG2|ab=yVya
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b ooggot s d 5 Jwdiovwodb b g g dgddsoars oy

* Correctly classified samples W Non-Correctly classified samples

Figure 9: The total number of samples correctly identified in
the alphabets.

B. The effect of the number of hidden neurons on the accuracy
rate using MLP

The number of hidden neurons in the structure of neural
networks plays an important role in the recognition and
classification process. Table.9 shows the Results of the
performance of MLP network classifier according the numbers of
correctly classified instances, and the classification time for
several experimental values for the number of neurons in the
hidden layer.
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Table 9: The effect of neurons number in MLP network on the
accuracy and time of classification

No. of neurons H=10 H=15 H=20
Time of classification
2. 51 A1
(Dataset 1) 59 35 513

Performance of 83.6134 | 89.4958 | 89.4958

classification(Dataset 1)
Time of

classification(Dataset 2) 295 342 504

Performance of

e . 2.8571 2.8571 4.117
classification(Dataset 2) 92:85 92.85 o 6

We note from the results that the performance of the neural
network increases with the increase in the number of neurons in
the hidden layer as shown in Figure 9, but the classification time

Increases significantly.

Time of classification

6

5

3
E,2
=23
1.5

1

.5

0

Performance of classification

* —
H=10 H=15 H=20

| g Dataset 2 efil==Dataset 1 |

Figure 9: A graph describe Role of number of hidden neurons,
in the performance of MLP

C. The role of value of K in the performance of KNN classifier

In this section, the output of the classifier K-NN is presented
according to the value of the neighbor by choosing values that
have been increasing for a neighbor values 1,3,5 and 10, as seen in

the table 10.
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Table 10: The role of K value in the performance of the K-NN

examples —Dataset2

algorithm
. K- value
K- Neighbour value K=1 K=3 K=t K=10

The proportion of

correct classified 92.2857 | 89.0756 | 86.1429 | 80.8571
examples —Datasetl

The proportion of

correct classified 97.8571 | 96.2857 | 95.7143 | 91.8571

100 ~

90 -

80 7

70

; ’ . @=fm» Datasetl

efll=» Dataset2

K=5 K=3

Figure 10: A graph describe role of K values in the

performance of the K-NN algorithm

We note from the results that the lower the value of neighborhood
K in the KNN algorithm, the more accurate the recognition of the

alphabet

D. Performance of the classifiers used in proposed system

The classification was performed; the performance of the
classifiers used in the proposed was compared in terms of the
number of Correctly Classified Instances and the number of
Incorrectly Classified Instances for dataset 2

-20 -
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Table 2: Comparing the performance of the classifiers used in
proposed system.

Cross-Validation with No. of
Flod=10 Repetition =100
2, T n %‘ T n - )
Classifier 5 e 8 S8 | 8| %
Name R Sg8 |2Y| =
OO £ € 0O £ = g ﬁ
num | percen | num | percen | 2 § §
ber | tage | ber | tage » X
273 | 97.714 2.285 | 0.037
C4.5 6 304 64 7 5 0.9763
264 | 94.535 5.464 | 0.055
MLP 7 70 153 30 6 0.9433
279 | 99.714 0.285 | 0.014
K-NN ) 304 08 704 3 0.997
Naive- 241 | 86.357 13.64 | 0.093
Bayesian 8 1% 382 29 % 1 08585

The percentage of Correctly Classified Instances is as high as
possible with a KNN classifier and as little as possible with a
classifier Naive-Bayesian as shown in the diagram in Figure 11,
describe the correctly and non-correctly classes for each classifier.

3000 = —
2647

2500 2418

2000

1500

1000

500
153
64 8

o : I

[ Correctcly Classified Instances W Incorrec tly Classified Instances

Figure 11: The correctly and non-correctly classes for each
classifier using in PROPOSED System.
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The prediction scale (Kappa Statistic ) is successfully linked to the
classification of the correct examples, which is the largest scale
possible in a KNN classifier , and the least possible in Naive-
Bayesian classifier, also, the Root Mean Squared Error (RMSE)is
inversely proportional to the rudder of the classification, so it is
the largest possible in a classifier Naive-Bayesian , It is the lowest
possible in the KNN classifier, and the Figure 12 shows the
relationship of both the prediction scale (Kappa Statistic ) and the
RMSE for each of the four classifiers.

S R

. - P
- -

o] T T o

T
ca.s niLP K-NMN Naive-Bayesian

—a— Root WMlean Squared Error —i— Kappa Statistic

Figure 12: The relationship of Kappa Statistic and the RMSE
for each classifier using in proposed System.

E. Result of Classification in PROPOSED System

The two most accurate classifiers were chosen among the four
studied classifiers in order to test them within the PROPOSED
system using MATLAB software as in the Figures 12 and 13.
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KNN Classfier oo 1] KN Clasifir [P o

Distance Meausure | citybiock v: lteration 100 | Distance Meausure | correlation v

—festopions————— —test options

() use training set *) use fraining set

(7 supplied test sample © supplied test sample

(7 Percentage spit *) Percentage spit
(@ Cross Validant 10 *) Cross Validant
K neasrineigbor 1 Last correct classifies - K neasrtneigbor 1
average of Correcet classifier | (0.95224 Number Of observation 700 predicated class 1
start )

Figure 12: KNN classifier screen in PROPOSED System

m - DA Cﬂwrl,i}ﬁ DA Classifi E

Distance Meausure diaginear - Iteration 100

[ open sample H cateh letter ]
test options.

Distance Meausure | gaoingar
test options

() use training tost
) use training test

@ supplied test set
() Parcentage spit “

() Cross Valdant

() supplied test set

Percentage spit

@ Cross Vaidant 10

Last correct classifi
average of Correcet classifier| 0.91309 siiiaek st _

predicated class 28

o

Figure 13: Decision Tree (C4.5) classifier screen in
PROPOSED System.

The table.12 shows the results of a classification by KNN
algorithm for k = 1 in the PROPOSED system using several
options for calculating the distance, repeating the classification
100 times, and calculating the arithmetic mean of the accuracy by
cross validation method by Flod=10
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Table 3: Recognizing gestures letters accuracy by
PROPOSED using MATLAB software

K=1 and Flod=10

K- Neighbour value - . . .
J correlation | cosine | Euclidean | cityblock

The proportion of
correct classified 0.91844 | 0.92019 | 0.97681 |0.98249
examples

It is clear from the above table that the PROPOSED system
achieves higher classification accuracy when using cityblock
distance measurement while ready-made software such as WEKA
is used Euclidean distance measurement only. The possibility of
changing the distance used in the proposed system can be
considered an important feature not available in ready-made
software.

5. CONCLUSIONS AND FUTURE DIRECTIONS

The findings of the cross validation method (fold=10) demonstrate
much superior performance when compared to all other existing
algorithms used in the comparison. The importance of the k value
in our technique (KNN) and its significance to the classification
process cannot be overstated. The value of k=1 is strongly advised
because it provides the best performance outcomes.

When holdout percentage values for the image features included
in dataset 2 are calculated, our technique (K-NN) outperforms the
other methods (C4.5, MLP, and Naive-Bayesian) in terms of
performance.

Similar to MLP and Naive-Bayesian, K-NN uses photos of a
single signer making glove-wearing movements over a white
background. When the holdout percentage values are produced for
the featured images of dataset-1 at various percentages
(50%,66%,75%,80%, and 90%), our approach, along with MLP
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and Naive-Bayesian, performs significantly better than other
classifiers. In Table 4, results are displayed.

Two data sets with the visual attributes needed for gesture
recognition are presented for examination. For the comparison, six
classifiers based on statistics and neural network techniques are
utilized. While C4.5, SMO, and VFI are based on statistical
methods, MLP, K-NN, and Naive Bayesian are based on neural
topology. We used holdout for the selection of samples for the
testing and training data sets and cross validation as a second
method to estimate the error classification. The experimental data
demonstrates that the MLP classifier provides superior accuracy
results when employing two datasets in the cross validation
procedure (dataset-1 and dataset-2). When compared to the other
classifiers in the Estimation error classification method, the K-NN
classifier has an exceptional holdout value.

The researcher wants to employ a preliminary model in computer-
based deaf education programs as well as a way to interact with
the deaf and learn their language. Until now, only single signer
gesture recognition methods have been considered in this field. If
double hand gesture recognition techniques are advanced, there
are significant research opportunities. Methods for translating sign
language into voice can also be used, and mobile phone platforms
can be used for this. More study must be done in this area before
social networking services like instant messaging are made
available to the hearing impaired. If successful, this would
revolutionize the life of everyone who is deaf and hard of hearing.
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