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# EXISTENCE OF CONTINUOUS SOLUTION FOR A QUADRATIC INTEGRAL EQUATION OF CONVOLUTION TYPE 

A. M. A. EL-SAYED, M. SH. MOHAMED, Y. M. Y. OMAR


#### Abstract

We are concerned here with the existence of at least one continuous solution of the quadratic integral equation of convolution type $x(t)=a(t)+\int_{0}^{t} k_{1}(t-s) f_{1}(s, x(s)) d s \int_{0}^{t} k_{2}(t-s) f_{2}(s, x(s)) d s, t \in[0 . T]$.


The maximal and minimal solutions are also proved.

## 1. Introduction and preliminaries

Quadratic integral equations (QIES) are often applicable in the theory of radiative transfer, kinetic theory of gases, in the theory of neutron transport and in the traffic theory. The quadratic integral equations can be very often encountered in many applications (see [1]-14]).
Let $I=[0, T], C=C[0, T]$ be the space of continuous functions on $I$, and $L^{1}=L^{1}[0, T]$ be the space of Lebesgue integrable functions on $I$.
The quadratic integral equation

$$
\begin{equation*}
x(t)=a(t)+\int_{0}^{t} f(s, x(s)) d s \int_{0}^{t} g(s, x(s)) d s \tag{1}
\end{equation*}
$$

has been studied in [10]. The authors proved that it has at least one continuous solution, also they proved the existence of the maximal and minimal solutions. The quadratic integral equation

$$
\begin{equation*}
x(t)=a(t)+\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s, x(s)) d s \int_{0}^{t} \frac{(t-s)^{\beta-1}}{\Gamma(\beta)} g(s, x(s)) d s, \alpha, \beta \in(0,1) \tag{2}
\end{equation*}
$$

has been studied in [12]. The authors proved that it has at least one continuous solution, also they proved the existence of the maximal and minimal solutions. We are concerned here with the existence of at least one continuous solution of the

[^0]quadratic integral equation of convolution type
\[

$$
\begin{equation*}
x(t)=a(t)+\int_{0}^{t} k_{1}(t-s) f_{1}(s, x(s)) d s \int_{0}^{t} k_{2}(t-s) f_{2}(s, x(s)) d s, t \in[0, T] . \tag{3}
\end{equation*}
$$

\]

The existence of the maximal and minimal solutions of the quadratic integral equation(3) will be proved.
The main result will be based on the following theorems.
Theorem 1. Schauder fixed-point Theorem 15 ]
Let $S$ be a convex subset of a Banach space B, let the mapping $T: S \rightarrow S$ be compact, continuous. Then $T$ has at least one fixed-point in $S$.

Theorem 2. Arzela-Ascoli Theorem 16
Arzela-Ascoli Theorem Let $E$ be a compact metric space and $C(E)$ the Banach space of real or complex valued continuous functions normed by

$$
\|f\|=\max _{t \in E}|f(t)|
$$

If $A=\left\{f_{n}\right\}$ is a sequence in $C(E)$ such that $f_{n}$ is uniformly bounded and equi-continuous. Then the closure of $A$ is compact.

Theorem 3. (Lebesgue Dominated Convergence Theorem ) [16] Let $\left\{f_{n}\right\}$ be a sequence of functions converging to a limit $f$ on $A$, and suppose that

$$
\left|f_{n}(t)\right| \leq \phi(t), t \in A, n=1,2,3, \ldots
$$

Where $\phi$ is an integrable function on $A$.Then $f$ is integrable on $A$ and

$$
\lim _{n \rightarrow \infty} \int_{A} f_{n}(t) d \mu=\int_{A} f(t) d \mu
$$

## 2. Existence of solutions

Consider the quadratic integral equation (3) under the following assumptions
(i) $a: I=[0, T] \rightarrow R$ is continuous, $a=\sup |a(t)|, t \in[0, T]$.
(ii) $f_{i}: I \times R \rightarrow R$ are $L^{1}$-Carathèodary functions. i.e $f_{i}$ measurable in $t$ for all $x \in R$ and continuous in $x$ for almost all $t \in[0, T]$, and there exist two functions $m_{i} \in L^{1}[0, T]$ such that

$$
\begin{gathered}
\left|f_{i}(t, x)\right| \leq m_{i}(t) \\
\int_{0}^{t} m_{i}(s) d s \leq M, \forall t \in[0, T], i=1,2
\end{gathered}
$$

(iii) $\quad k_{i}:[0, T] \rightarrow R$ are continuous, $\left|k_{i}(t)\right| \leq K, \forall t \in[0, T], i=1,2$.

Now for the existence of at least one continuous solution of the quadratic integral equation (3) we have the following theorem.

Theorem 4. If the assumptions (i)-(iii) are satisfied, then the quadratic integral equation (3) has at least one solution $x \in C[0, T]$.

Proof. Let $C=C[0, T]$ and define the set $S$ by

$$
S=\{x \in C:|x(t)| \leq r\} \subset C[0, T],
$$

where $r=a+K^{2} M^{2}$.
It is clear that $S$ is nonempty, bounded, convex, and closed.
Define the operator $F$ associated with the quadratic integral equation (3) by

$$
F x(t)=a(t)+\int_{0}^{t} k_{1}(t-s) f_{1}(s, x(s)) d s \int_{0}^{t} k_{2}(t-s) f_{2}(s, x(s)) d s
$$

to show that $F: S \rightarrow S$, let $x \in S$, then

$$
\begin{aligned}
|F x(t)| & =\left|a(t)+\int_{0}^{t} k_{1}(t-s) f_{1}(s, x(s)) d s \int_{0}^{t} k_{2}(t-s) f_{2}(s, x(s)) d s\right| \\
& \leq|a(t)|+\int_{0}^{t}\left|k_{1}(t-s)\right|\left|f_{1}(s, x(s))\right| d s \int_{0}^{t}\left|k_{2}(t-s)\right|\left|f_{2}(s, x(s))\right| d s \\
& \leq|a(t)|+\int_{0}^{t}\left|k_{1}(t-s)\right| m_{1}(s) d s \int_{0}^{t}\left|k_{2}(t-s)\right| m_{2}(s) d s \\
& =|a(t)|+\int_{0}^{t}\left|k_{1}(s)\right| m_{1}(t-s) d s \int_{0}^{t}\left|k_{2}(s)\right| m_{2}(t-s) d s \\
& \leq|a(t)|+K^{2} \int_{0}^{t} m_{1}(t-s) d s \int_{0}^{t} m_{2}(t-s) d s
\end{aligned}
$$

set $t-s=\theta$, we get

$$
\begin{aligned}
& \leq|a(t)|+K^{2} \int_{0}^{t} m_{1}(\theta) d \theta \int_{0}^{t} m_{2}(\theta) d \theta \\
& \leq a+K^{2} M^{2}
\end{aligned}
$$

and $F x(t) \in S$; which proves that $F: S \rightarrow S$.
This prove that the class of functions $\{F(x)\}$ is uniformly bounded.

Let $t_{1}, t_{2} \in[0, T], t_{1}<t_{2}$ and $\left|t_{2}-t_{1}\right| \leq \delta$, then

$$
\begin{aligned}
& \left|F x\left(t_{2}\right)-F x\left(t_{1}\right)\right|=\mid a\left(t_{2}\right)-a\left(t_{1}\right) \\
& +\int_{0}^{t_{2}} k_{1}\left(t_{2}-s\right) f_{1}(s, x(s)) d s \int_{0}^{t_{2}} k_{2}\left(t_{2}-s\right) f_{2}(s, x(s)) d s \\
& -\int_{0}^{t_{1}} k_{1}\left(t_{1}-s\right) f_{1}(s, x(s)) d s \int_{0}^{t_{1}} k_{2}\left(t_{1}-s\right) f_{2}(s, x(s)) d s \\
& =\mid a\left(t_{2}\right)-a\left(t_{1}\right) \\
& +\int_{0}^{t_{2}} k_{1}\left(t_{2}-s\right) f_{1}(s, x(s)) d s \int_{0}^{t_{2}} k_{2}\left(t_{2}-s\right) f_{2}(s, x(s)) d s \\
& -\int_{0}^{t_{1}} k_{1}\left(t_{1}-s\right) f_{1}(s, x(s)) d s \int_{0}^{t_{1}} k_{2}\left(t_{1}-s\right) f_{2}(s, x(s)) d s \\
& +\int_{0}^{t_{2}} k_{1}\left(t_{2}-s\right) f_{1}(s, x(s)) d s \int_{0}^{t_{1}} k_{2}\left(t_{1}-s\right) f_{2}(s, x(s)) d s \\
& -\int_{0}^{t_{2}} k_{1}\left(t_{2}-s\right) f_{1}(s, x(s)) d s \int_{0}^{t_{1}} k_{2}\left(t_{1}-s\right) f_{2}(s, x(s)) d s \\
& \leq\left|a\left(t_{2}\right)-a\left(t_{1}\right)\right| \\
& +\mid \int_{0}^{t_{1}} k_{2}\left(t_{1}-s\right) f_{2}(s, x(s)) d s\left[\int_{0}^{t_{2}} k_{1}\left(t_{2}-s\right) f_{1}(s, x(s)) d s\right. \\
& \left.-\int_{0}^{t_{1}} k_{1}\left(t_{1}-s\right) f_{1}(s, x(s)) d s\right] \\
& +\int_{0}^{t_{2}} k_{1}\left(t_{2}-s\right) f_{1}(s, x(s)) d s\left[\int_{0}^{t_{2}} k_{2}\left(t_{2}-s\right) f_{2}(s, x(s)) d s\right. \\
& \left.-\int_{0}^{t_{1}} k_{2}\left(t_{1}-s\right) f_{2}(s, x(s)) d s\right] \mid \\
& \leq\left|a\left(t_{2}\right)-a\left(t_{1}\right)\right| \\
& +\mid \int_{0}^{t_{1}} k_{2}\left(t_{1}-s\right) f_{2}(s, x(s)) d s\left[\int_{0}^{t_{1}} k_{1}\left(t_{2}-s\right) f_{1}(s, x(s)) d s\right. \\
& \left.+\int_{t_{1}}^{t_{2}} k_{1}\left(t_{2}-s\right) f_{1}(s, x(s)) d s-\int_{0}^{t_{1}} k_{1}\left(t_{1}-s\right) f_{1}(s, x(s)) d s\right] \\
& +\int_{0}^{t_{2}} k_{1}\left(t_{2}-s\right) f_{1}(s, x(s)) d s\left[\int_{0}^{t_{1}} k_{2}\left(t_{2}-s\right) f_{2}(s, x(s)) d s\right. \\
& \left.+\int_{t_{1}}^{t_{2}} k_{2}\left(t_{2}-s\right) f_{2}(s, x(s)) d s-\int_{0}^{t_{1}} k_{2}\left(t_{1}-s\right) f_{2}(s, x(s)) d s\right] \mid \\
& \leq\left|a\left(t_{2}\right)-a\left(t_{1}\right)\right| \\
& +\int_{0}^{t_{1}}\left|k_{2}\left(t_{1}-s\right)\right|\left|f_{2}(s, x(s))\right| d s \int_{0}^{t_{1}}\left|k_{1}\left(t_{2}-s\right)-k_{1}\left(t_{1}-s\right)\right|\left|f_{1}(s, x(s))\right| d s \\
& +\quad \int_{0}^{t_{1}}\left|k_{2}\left(t_{1}-s\right)\right|\left|f_{2}(s, x(s))\right| d s \int_{t_{1}}^{t_{2}}\left|k_{1}\left(t_{2}-s\right)\right|\left|f_{1}(s, x(s))\right| d s \\
& +\int_{0}^{t_{2}}\left|k_{1}\left(t_{2}-s\right)\right|\left|f_{1}(s, x(s))\right| d s \int_{0}^{t_{1}}\left|k_{2}\left(t_{2}-s\right)-k_{2}\left(t_{1}-s\right)\right|\left|f_{2}(s, x(s))\right| d s \\
& +\int_{0}^{t_{2}}\left|k_{1}\left(t_{2}-s\right)\right|\left|f_{1}(s, x(s))\right| d s \int_{t_{1}}^{t_{2}}\left|k_{2}\left(t_{2}-s\right)\right|\left|f_{2}(s, x(s))\right| d s
\end{aligned}
$$
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$$
\begin{aligned}
& \leq\left|a\left(t_{2}\right)-a\left(t_{1}\right)\right| \\
& +\quad \int_{0}^{t_{1}}\left|k_{2}\left(t_{1}-s\right)\right| m_{2}(s) d s \int_{0}^{t_{1}}\left|k_{1}\left(t_{2}-s\right)-k_{1}\left(t_{1}-s\right)\right| m_{1}(s) d s \\
& +\quad \int_{0}^{t_{1}}\left|k_{2}\left(t_{1}-s\right)\right| m_{2}(s) d s \int_{t_{1}}^{t_{2}}\left|k_{1}\left(t_{2}-s\right)\right| m_{1}(s) d s \\
& +\quad \int_{0}^{t_{2}}\left|k_{1}\left(t_{2}-s\right)\right| m_{1}(s) d s \int_{0}^{t_{1}}\left|k_{2}\left(t_{2}-s\right)-k_{2}\left(t_{1}-s\right)\right| m_{2}(s) d s \\
& +\quad \int_{0}^{t_{2}}\left|k_{1}\left(t_{2}-s\right)\right| m_{1}(s) d s \int_{t_{1}}^{t_{2}}\left|k_{2}\left(t_{2}-s\right)\right| m_{2}(s) d s .
\end{aligned}
$$

This means that the class of functions $F\{x\}$ is equi-continuous on $[0, T]$. Using Arzela-Ascoli Theorem [16], we fined that $F$ is compact.
Now we prove that $F: S \rightarrow S$ is continuous. Let $\left\{x_{n}\right\} \subset S$, and $x_{n} \rightarrow x$, then

$$
\begin{gathered}
F x_{n}(t)=a(t)+\int_{0}^{t} k_{1}(t-s) f_{1}\left(s, x_{n}(s)\right) d s \int_{0}^{t} k_{2}(t-s) f_{2}\left(s, x_{n}(s)\right) d s \\
\lim _{n_{k} \rightarrow \infty} F x_{n}(t)=\lim _{n \rightarrow \infty} a(t)+\lim _{n \rightarrow \infty}\left\{\int_{0}^{t} k_{1}(t-s) f_{1}\left(s, x_{n}(s)\right) d s \int_{0}^{t} k_{2}(t-s) f_{2}\left(s, x_{n}(s)\right) d s\right\}
\end{gathered}
$$

Now

$$
f_{i}\left(s, x_{n_{k}}\right) \rightarrow f_{i}(s, x) \Rightarrow k_{i}(t-s) f_{i}\left(s, x_{n_{k}}\right) \rightarrow k_{i}(t-s) f_{i}(s, x), i=1,2
$$

Also

$$
\left|k_{i}(t-s) f_{i}\left(s, x_{n_{k}}\right)\right| \leq\left|k_{i}(t-s)\right| m_{i}(t) \in L^{1}[0, T], i=1,2 .
$$

Then by using Lebesgue dominated convergence Theorem [16], we have

$$
\begin{gathered}
F x(t)=\lim _{n_{k} \rightarrow \infty} F x_{n_{k}}(t)=a(t)+\int_{0}^{t} k_{1}(t-s) \lim _{n_{k} \rightarrow \infty} f_{1}\left(s, x_{n_{k}}(s)\right) d s \int_{0}^{t} k_{2}(t-s) \lim _{n_{k} \rightarrow \infty} f_{2}\left(s, x_{n_{k}}(s)\right) d s \\
F x(t)=a(t)+\int_{0}^{t} k_{1}(t-s) f_{1}(s, x(s)) d s \int_{0}^{t} k_{2}(t-s) f_{2}(s, x(s)) d s
\end{gathered}
$$

Then $F x_{n}(t) \rightarrow F x(t)$. Which means that the operator $F$ is continuous.
Since all conditions of Schauder fixed point Theorem [15] are satisfied, then the operator $F$ has at least one fixed point $x \in C[0, T]$, which completes the proof.

Now let $k_{1}(t)=k_{2}(t)=1$ in equation (3), then we have the following corollary;

Corollary 1. Let the assumptions (i)-(ii) of Theorem 4 be satisfied, then the quadratic integral equation (1) has at least one continuous solution $x \in C[0, T]$.

Remark 1. Corollary 2.2 is the main result in 10 . This proves the generality of our result.

## 3. Existence of the maximal and minimal solutions

Definition 1. .Let $q(t)$ be a solution of the quadratic integral equation (1). Then $q(t)$ is said to be a maximal solution of (1) if every solution $x(t)$ of (1) satisfies the inequality (see [17]).

$$
\begin{equation*}
x(t)<q(t), t \in[0, T] \tag{4}
\end{equation*}
$$

A minimal solution $s(t)$ can be defined by similar way by reversing the above inequality i.e

$$
\begin{equation*}
x(t)>s(t), t \in[0, T] \tag{5}
\end{equation*}
$$

Consider the following lemma
Lemma 1. Let $f_{1}(t, x), f_{2}(t, x)$ are $L^{1}$-Carathèodary and $x(t), y(t)$ are two continuous functions on $[0, T]$ satisfying

$$
\begin{aligned}
& x(t) \leq a(t)+\int_{0}^{t} k_{1}(t-s) f_{1}(s, x(s)) d s \int_{0}^{t} k_{2}(t-s) f_{2}(s, x(s)) d s, t \in[0, T] \\
& y(t) \geq a(t)+\int_{0}^{t} k_{1}(t-s) f_{1}(s, y(s)) d s \int_{0}^{t} k_{2}(t-s) f_{2}(s, y(s)) d s, t \in[0, T]
\end{aligned}
$$

and one of them is strict.
If $f_{i}, i=1,2$ are monotonic nondecreasing in $x$, then

$$
\begin{equation*}
x(t)<y(t), t>0 \tag{6}
\end{equation*}
$$

Proof. Let the conclusion (6) be false, then there exists $t_{1}$ such that

$$
x\left(t_{1}\right)=y\left(t_{1}\right), t_{1}>0
$$

and

$$
x(t)<y(t), 0<t<t_{1}
$$

From the monotonicity of $f_{1}, f_{2}$ in $x$, we get

$$
\begin{aligned}
x\left(t_{1}\right) & \leq a\left(t_{1}\right)+\int_{0}^{t_{1}} k_{1}\left(t_{1}-s\right) f_{1}(s, x(s)) d s \int_{0}^{t_{1}} k_{2}\left(t_{1}-s\right) f_{2}(s, x(s)) d s, t \in[0, T] \\
& <a\left(t_{1}\right)+\int_{0}^{t_{1}} k_{1}\left(t_{1}-s\right) f_{1}(s, y(s)) d s \int_{0}^{t_{1}} k_{2}\left(t_{1}-s\right) f_{2}(s, y(s)) d s, t \in[0, T] \\
x\left(t_{1}\right) & <y\left(t_{1}\right)
\end{aligned}
$$

which contradicts the fact that $x\left(t_{1}\right)=y\left(t_{1}\right)$.
Then

$$
x(t)<y(t)
$$

Now, for the existence of the continuous maximal and minimal solutions of the quadratic integral equation (3) we have the following theorem.
Theorem 5. Let the assumptions (i)-(iii) of Theorem 4 are satisfied. If $f_{1}(t, x), f_{2}(t, x)$ are monotonic nondecreasing in $x$ for each $t \in[0, T]$, then the quadratic integral equation (3) has maximal and minimal solutions.

Proof. Firstly we shall prove the existence of the maximal solution of (3) Let $\epsilon>0$ be given, and consider the quadratic integral equation

$$
\begin{equation*}
x_{\epsilon}(t) \leq a(t)+\int_{0}^{t} k_{1}(t-s) f_{1 \epsilon}\left(s, x_{\epsilon}(s)\right) d s \int_{0}^{t} k_{2}(t-s) f_{2 \epsilon}\left(s, x_{\epsilon}(s)\right) d s, t \in[0, T] \tag{7}
\end{equation*}
$$

where

$$
f_{i_{\epsilon}}\left(t, x_{\epsilon}(t)\right)=f_{i}\left(t, x_{\epsilon}(t)\right)+\epsilon, i=1,2 .
$$

Clearly the function $f_{i_{\epsilon}}\left(t, x_{\epsilon}(t)\right), i=1,2$ are $L^{1}$ - Carathèodary functions, therefore the equation (7) has a solution on $C[0, T]$.
Let $\epsilon_{1}, \epsilon_{2}$ be such that $0<\epsilon_{2}<\epsilon_{1}<\epsilon$, then

$$
\begin{align*}
& x_{\epsilon_{2}}(t)=a(t)+\int_{0}^{t} k_{1}(t-s) f_{1_{\epsilon_{2}}}\left(s, x_{\epsilon_{2}}(s)\right) d s \int_{0}^{t} k_{2}(t-s) f_{2_{\epsilon_{2}}}\left(s, x_{\epsilon_{2}}(s)\right) d s \\
& =a(t)+\int_{0}^{t} k_{1}(t-s)\left(f_{1}\left(s, x_{\epsilon_{2}}(s)\right)+\epsilon_{2}\right) d s \int_{0}^{t} k_{2}(t-s)\left(f_{2}\left(s, x_{\epsilon_{2}}(s)\right)+\epsilon_{2}\right) d s \tag{8}
\end{align*}
$$

also

$$
\begin{align*}
x_{\epsilon_{1}}(t) & =a(t)+\int_{0}^{t} k_{1}(t-s) f_{1_{\epsilon_{1}}}\left(s, x_{\epsilon_{1}}(s)\right) d s \int_{0}^{t} k_{2}(t-s) f_{2_{\epsilon_{1}}}\left(s, x_{\epsilon_{1}}(s)\right) d s \\
& =a(t)+\int_{0}^{t} k_{1}(t-s)\left(f_{1}\left(s, x_{\epsilon_{1}}(s)\right)+\epsilon_{1}\right) d s \int_{0}^{t} k_{2}(t-s)\left(f_{2}\left(s, x_{\epsilon_{1}}(s)\right)+\epsilon_{1}\right) d s \\
x_{\epsilon_{1}}(t) & >a(t)+\int_{0}^{t} k_{1}(t-s) f_{1}\left(s, x_{\epsilon_{1}}(s)\right) d s \int_{0}^{t} k_{2}(t-s) f_{2}\left(s, x_{\epsilon_{1}}(s)\right) d s \tag{9}
\end{align*}
$$

Applying Lemma 1 on (8) and (9) we have

$$
x_{\epsilon_{2}}(t)<x_{\epsilon_{1}}(t) \text { for } t \in[0, T] .
$$

As shown before, the family of functions $x_{\epsilon}(t)$ is equi-continuous and uniformly bounded. Hence, by Arzela-Ascoli Theorem (see[16]), there exists a decreasing sequence $\epsilon_{n}$ such that $\epsilon_{n} \rightarrow 0$ an $n \rightarrow \infty$, and $\lim _{n \rightarrow \infty} x_{\epsilon_{n}}(t)$ exists uniformly in $[0, T]$ and denote the limit by $q(t)$. From the continuity of the functions $f_{i_{\epsilon}}\left(t, x_{\epsilon}(t)\right), i=$ 1,2 in the second argument, we get

$$
f_{i_{\epsilon}}\left(t, x_{\epsilon}(t)\right) \rightarrow f_{i}(t, x(t)) \text { as } n \rightarrow \infty, i=1,2
$$

and

$$
q(t)=\lim _{n \rightarrow \infty} x_{\epsilon_{n}}(t)=a(t)+\int_{0}^{t} k_{1}(t-s) f_{1}(s, q(s)) d s \int_{0}^{t} k_{2}(t-s) f_{2}(s, q(s)) d s
$$

which implies that $q(t)$ is a solution of the quadratic integral equation (3).
Finally we shall show that $q(t)$ is the maximal solution of (3).
To do this let $x(t)$ be any solution of (3), then

$$
\begin{equation*}
x(t)=a(t)+\int_{0}^{t} k_{1}(t-s) f_{1}(s, x(s)) d s \int_{0}^{t} k_{2}(t-s) f_{2}(s, x(s)) d s \tag{10}
\end{equation*}
$$

also

$$
x_{\epsilon}(t)=a(t)+\int_{0}^{t} k_{1}(t-s) f_{1 \epsilon}\left(s, x_{\epsilon}(s)\right) d s \int_{0}^{t} k_{2}(t-s) f_{2 \epsilon}\left(s, x_{\epsilon}(s)\right) d s
$$

$$
\begin{gather*}
x_{\epsilon}(t)=a(t)+\int_{0}^{t} k_{1}(t-s)\left(f_{1}\left(s, x_{\epsilon}(s)\right)+\epsilon\right) d s \int_{0}^{t} k_{2}(t-s)\left(f_{2}\left(s, x_{\epsilon}(s)\right)+\epsilon\right) d s \\
x_{\epsilon}(t)>a(t)+\int_{0}^{t} k_{1}(t-s) f_{1}\left(s, x_{\epsilon}(s)\right) d s \int_{0}^{t} k_{2}(t-s) f_{2}\left(s, x_{\epsilon}(s)\right) d s \tag{11}
\end{gather*}
$$

Applying Lemma 1 on 10 and 11 we get

$$
x(t)<x_{\epsilon}(t), \text { for } t \in[0, T]
$$

From the uniqueness of the maximal solution (see[17]), it is clear that $x_{\epsilon}(t)$ tends to $q(t)$ uniformly in $[0, T]$ as $\epsilon \rightarrow \infty$.

By similar way we can prove the existence of the minimal solution. We set

$$
f_{i_{\epsilon}}\left(t, x_{\epsilon}(t)\right)=f_{i}\left(t, x_{\epsilon}(t)\right)-\epsilon, i=1,2
$$

and prove the existence of minimal solution.
Now let $k_{1}(t)=k_{2}(t)=1$ in equation (3) then we have the following corollary;

Corollary 2. Let the assumptions of Theorem 5 be satisfied, then the quadratic integral equation

$$
x(t)=a(t)+\int_{0}^{t} f(s, x(s)) d s \int_{0}^{t} g(s, x(s)) d s
$$

has a maximal and minimal solutions $x \in C[0, T]$, which is the same result obtained in (see[10]).

## 4. Quadratic integral equation of fractional orders

The quadratic integral equation of fractional orders (2) has been studied in 12 . The author proved the existence of at least one positive solution $x \in C[0, T]$ of (2) under the following assumptions;
(i) $a: I=[0, T] \rightarrow R_{+}$is continuous function.
(ii) $f, g: I \times R_{+} \rightarrow R_{+}$such that $f, g$ are measurable in $t$ for all $x \in R_{+}$ and continuous in $x$ for each fixed $t \in[0, T]$, and there exist two functions $m_{1}, m_{2} \in L^{1}(I)$ such that

$$
|f(t, x)| \leq m_{1}(t) \text { and }|g(t, x)| \leq m_{2}(t)
$$

Also they proved the existence of the maximal and minimal solutions when $f(t, x)$ and $g(t, x)$ are monotonic nondecreasing in $x$ for each $t \in[0, T]$.
It must be noticed that the quadratic integral equation $\sqrt{22}$ is a spacial case of the quadratic integral equation (3), where

$$
k_{1}(t)=\frac{(t)^{\alpha-1}}{\Gamma(\alpha)} \text { and } k_{2}(t)=\frac{(t)^{\beta-1}}{\Gamma(\beta)}, \alpha, \beta>0 .
$$

But these functions $k_{1}(t)$ and $k_{2}(t)$ does not satisfy our assumptions (iii) of Theorem 4 that is the two functions $k_{1}$ and $k_{2}$ are continuous.
This implies that the condition (iii) of continuity of the two functions $k_{1}$ and $k_{2}$ in Theorem 4 is sufficient condition.

## References

[1] I. K. Argyros, Quadratic equations and applications to Chandrasekhars and related equations, Bull. Austral. Math. Soc. 32(1985), 275-292.
[2] I. K. Argyros, On a class of quadratic integral equations with perturbations, Funct. Approx. 20(1992), 51-63.
[3] J. Banas̀, M. Lecko, W.G. ELSayed, Eixstence theorems of some quadratic integral equation, J. Math. Anal. Appl . 227 (1998)276-279.
[4] J. Banas̀, A. Martinon, Monotonic solutions of a quadratic integral equation of Volterra type, Comput. Math. Appl. 47 (2004) 271-279.
[5] J. Banas̀, J. Caballero, J. Rocha and K. Sadarangani, Monotonic solutions of a class of quadratic integral equation of Volterra type, Comp. and Math. with Applications, 49 (2005) 943-952.
[6] J. Banas̀, J.Rocha Martin, K. Sadarangani, On the solutions of a quadratic integral equation of Hemmerstien type, Mathematecal and Computer Modelling. vol. 43 (2006) 97-104.
[7] J. Banas̀, B. Rzepka, Monotonic solutions of a quadratic integral equations of fractional -order J. Math. Anal. Appl. 332 (2007) 1370-11378.
[8] J. Banas̀, B. Rzepka, Nondecreasing solutions of a quadratic singular Volterra integral equation, Math. Comput. Modelling 49 (2009) 488-496.
[9] A. M. A. EL-Sayed, M.M.Saleh and E.A.A. Ziada,Numerical and Analytic Solution for a nonlinear Quadratic Integral Equation, Math. Sci. Res. J., 12(8) (2008), 183-191.
[10] A. M. A. EL-Sayed, H. H. G. Hashem, Carathèodory type theorem for a nonlinear quadratic integral equation, MATH. SCI. RES. J. 12(4), (2008)71-95.
[11] A. M. A. EL-Sayed, H. H. G. Hashem, Integrable and continuous solutions of a nonlinear quadratic integral equation, Electronic Journal of Qualitative Theory of Dierential Equations 25 (2008), 1-10.
[12] A. M. A. EL-Sayed, M. SH. Mohamed, F. F. S. Mohamed, Existence of positive continuous solution of a quadratic integral equation of fractional orders, Journal of Fractional Calculus and Applications Vol. 1. July 2011, No. 9, pp. 1-7.
[13] A. M. A. EL-Sayed, H. H. G. Hashem, and E. A. A. Ziada, Picard and Adomian methods for quadratic integral equation, Computational and Applied Mathematics, Vol 29. No 3, pp 447-463, (2010).
[14] W. G. EL-Sayed, B. Rzepka, Nondecreasing Solutions of a Quadratic Integral Equation of Urysohn Type, Computers and Mathematics with Applications 51 (2006) 1065-1074.
[15] Goebel, K. and Kirk W. A.,Topics in Metric Fixed point theory, Cambridge University Press, Cambridge (1990).
[16] A. N. Kolmogorov and S. V. Fomin, Itroductory Real Analysis Dover Publ. Inc 1975.
[17] V. Lakshmikantham and S. Leela. Differential and Integral Inequalities, vol. 1, New YorkLondon 1969.

Ahmed M. A. El-Sayed
Faculty of Science, Alexandria University, Alexandria, Egypt
E-mail address: amasayed5@yahoo.com, amasayed@hotmail.com
M. SH. Mohamed

Faculty of Science, Alexandria University, Alexandria, Egypt
Y. M. Y. Omar

Faculty of Science, Omar Al-Mukhtar University, Al-Beida, Libya
E-mail address: yasmin198423@yahoo.com


[^0]:    2000 Mathematics Subject Classification. 32A55, 11D09.
    Key words and phrases. Quadratic integral equation of fractional-order; Continuous solution; Maximal and minimal solutions.

    Proc. of the 4th. Symb. of Frac. Calcu. Appl. Faculty of Science Alexandria University, Alexandria, Egypt July, 11, 2012.

