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ANALYSIS OF SOME DYNAMICAL BEHAVIORS OF A SIXTH

ORDER DIFFERENCE EQUATION

IBRAHEEM M. ALSULAMI AND ELSAYED M. ELSAYED

Abstract. The main goal of this research paper is to analyze some behaviors

including stability , period of solution , solution of a special case and numer-
ical examples to illustrate the analysis for the following sixth-order difference

equation

Zn+1 = αZn−2 +
βZn−2

γZn−2−δZn−5
, n = 0, 1, 2, 3, ....,

where the initial conditions z−5, z−4, z−3, z−2, z−1 and z0 are arbitrary real

numbers and the values α, β, γ and δ are defined as positive constants.

1. Introduction

This research paper aims to demonstrate the qualitative dynamical behaviors of
the following sixth-order difference equation:

Zn+1 = αZn−2 +
βZn−2

γZn−2 − δZn−5
, n = 0, 1, 2, 3, ....., (1)

where the initial conditions z−5, z−4, z−3, z−2, z−1 and z0 are arbitrary nonzero real
numbers and the values α, β, γ and δ are defined as positive constants.

Difference equations are fundamental in many areas of applied mathematics in-
cluding engineering, biology, etc. In the last few years, researchers have concen-
trated on the behaviors of the solution of difference equations such as the local and
global attractivity, boundedness character and the periodicity of the solutions which
perform to importance this field. Moreover, we can present some recent studies in
this field as the following :

Alayachi et al.[1], highlighted the analysis of the following fourth order difference
equation:

xn+1 = axn−1 +
bxn−1

cxn−1−dxn−3
.

Almatrafi et al.[3], investigated the following fourth order difference equation:

xn+1 = axn−1 − bxn−1

cxn−1−dxn−3
.

In[7], they studied behaviors of the solution for the following difference equation
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xn+1 = axn − bxn

cxn−dxn−1
.

In[9], the authors described the solutions of the following difference equation

xn+1 = axnxn−2

bxn+cxn−3
.

In[19], the behavior of the following difference equation

xn+1 = xn−3

1+xn−1

were obtained by Simsek et al.
Additionally, In[22] they analyzed some behaviors of the solution of the following

equation

xn+1 = (axn−1+bxn−2)
(c+dxn−1xn−2)

.

Other details on this aspect can be seen in refs. [1]-[23].
This paper is divided into six main sections. Section 1 contains the introduction.

Section 2 proves the solutions of period two. Section 3 illustrates the local stability
of the solutions. Section 4 states the global attractivity character of solutions of
Eq.(1). Section 5 discusses the special case of Eq.(1). In Section 6 we verify our
theoretical results by providing some numerical examples with figures.

2. Periodicity of The Solutions

This section illustrate a theorem that states Eq.(1) has a periodic solutions under
sufficient conditions.

Theorem 2.1. Eq.(1) has a positive period two solutions if and only if

(∗) (γ + δ)(α+ 1) > 4δ, αγ ̸= δ.

Proof: We claim that Eq.(1) has a period two solution

..., p, q, p, q, ...

and we need to prove the condition (*) holds.
From Eq.(1) we observe that

p = αq +
βq

γq − δp
,

and

q = αp+
βp

γp− δq
.

Then

γpq − δp2 = αγq2 − αδpq + βq, (2)

and

γpq − δq2 = αγp2 − αδpq + βp. (3)

Subtracting (3) from (2) implies that

δ(q2 − p2) = αγ(q2 − p2) + β(q − p).

Indeed p ̸= q, we conclude that

p+ q =
β

δ − αγ
. (4)

By adding (2) and (3) we get

2γpq − δ(p2 + q2) = αγ(p2 + q2)− 2αδpq + β(p+ q). (5)
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By using

p2 + q2 = (p+ q)2 − 2pq for all p, q ∈ R,

we obtain from (4), (5)

pq =
β2δ

(δ − αγ)2(γ + δ)(α+ 1)
. (6)

From (4) and (6) we observe that the p and q are two positive roots of the following
quadratic equation

t2 − (p+ q)t+ pq = 0. (7)

Which implies that

t2 − β

(δ − αγ)
t+

β2δ

(δ − αγ)2(γ + δ)(α+ 1)
= 0.

That is

(δ − αγ)t2 − βt+
β2δ

(δ − αγ)(γ + δ)(α+ 1)
= 0,

and so

β2 >
4β2δ

(γ + δ)(α+ 1)
,

thus

(γ + δ)(α+ 1) > 4δ.

Therefore the condition (*) holds.

Now,we assume that condition (*) is true. We shall prove Eq.(1) has a period
two solution.
suppose

p =
β + λ

2(δ − αγ)
,

and

q =
β − λ

2(δ − αγ)
,

where λ =

√
β2 − 4β2δ

(γ + δ)(α+ 1)
.

We can see from condition (*) that

(γ + δ)(α+ 1) > 4δ ⇒ 1 >
4δ

(γ + δ)(α+ 1)
,

then after multiplying by β2 we get

β2 >
4β2δ

(γ + δ)(α+ 1)
.

we conclude that p and q are distinct positive real numbers.
Put

z−1 = p and z0 = q.

and we wish to get that

z1 = z−1 = p and z2 = z0 = q.
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From Eq.(1) we have

z1 = αz0 +
βz0

γz0 − δz−1
= αq +

βq

γq − δp
=

αγq2 − αδpq + βq

γq − δp
,

=

αγ

[
β − λ

2(δ − αγ)

]2
− αδ

[
β2δ

(δ − αγ)2(γ + δ)(α+ 1)

]
+ β

[
β − λ

2(δ − αγ)

]
γ

[
β − λ

2(δ − αγ)

]
− δ

[
β + λ

2(δ − αγ)

] .

Multiplying both the denominator and the numerator by 4(δ − αγ)2 we get:

=

αγ

[
β2 − 2βλ+ β2 − 4β2δ

(γ + δ)(α+ 1)

]
4αβ2δ2

(γ + δ)(α+ 1)
+ 2(βδ − αβγ) [β − λ]

2(δ − αγ) {γβ − βδ − (γ + δ)λ}
,

=

2β2δ − 4αβ2γδ + 4αβ2δ2

(γ + δ)(α+ 1)
− 2βδλ

2(δ − αγ) {γβ − βδ − (γ + δ)λ}
.

Multiplying both the denominator and numerator by {γβ − βδ + (γ + δ)λ} we get:

z1 =

 −4β3δ2 − 4αβ3γ2δ − 4αβ3δ3

(γ + δ)(α+ 1)
− 4β2δ2λ

−
(
(4αβ2γ2δ + 8αβ2γδ2 + 4αβ2δ3)

(γ + δ)(α+ 1)

)
λ+

8β3γδ2 + 8β3δ3

(γ + δ)(α+ 1)


2(δ − αγ)

{
−4β2γδ +

4β2γ2δ + 4β2δ3 + 8β2γδ2

(γ + δ)(α+ 1)

} .

Multiplying both the denominator and numerator by {(γ + δ)(α+ 1)}

z1 =

[
−4β3δ2(γ + δ)(α+ 1)− 4αβ3γ2δ − 4αβ3δ3 − 4β2δ2(γ + δ)(α+ 1)α

−(4αβ2γ2δ + 8αβ2γδ2 + 4αβ2δ3)λ+ 8β3γδ2 + 8β3δ3

]
2(δ − αγ) {4β2γδ2 + 4β2δ3 − 4αβ2γ2δ − 4αβ2γδ2}

,

=

[ (
4β3δ3 + 4β3γδ2 − 4αβ3γ2δ − 4αβ3γδ2

)
+
(
4β2γδ2 + 4β2δ3 − 4αβ2γ2δ − 4αβ2γδ2

)
λ

]
2(δ − αγ) {4β2γδ2 + 4β2δ3 − 4αβ2γ2δ − 4αβ2γδ2}

.

Now, Dividing both the denominator and numerator by
{
4β2γδ2 + 4β2δ3 − 4αβ2γ2δ − 4αβ2γδ2

}
gives

that

z1 =
β + λ

2(δ − αγ)
= p.

Similarly as before we can conclude

z2 = q.

So by induction we get that

z2n = q and z2n+1 = p for all n ≥ −1.

Thus Eq.(1) has the positive prime period two solution

...,p,q,p,q,...

Hence, the proof is complete.
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3. The Local Stability

In this part , the discussion centres on studying the local stability of the equi-
librium point of Eq.(1).

Eq.(1) has a unique fixed point given by the following

z = αz +
βz

γz − δz
.

If γ ̸= δ, α ̸= 1, then the unique fixed point of Eq.(1) is

z =
β

(γ − δ)(1− α)
.

Let us define the function f : (0,∞)2 −→ (0,∞) by

f(u, v) = αu+
βu

γu− δv
.

Thus

∂f(u, v)

∂u
= α− βδv

(γu− δv)2
,

∂f(u, v)

∂v
=

βδu

(γu− δv)2
.

Then we see that at equilibrium point z,

∂f(z, z)

∂u
= α− δ(1− α)

(γ − δ)
= p0,

∂f(z, z)

∂v
=

δ(1− α)

(γ − δ)
= p1.

Then by linearization of Eq.(1) about z we have

yn+1 − p0yn−2 − p1yn−5 = 0.

Theorem 3.1. Suppose that

|αγ − δ|+ |αδ − δ| < |γ − δ| .

Then the fixed point of Eq.(1) is locally asymptotically stable.

Proof: We see from Theorem A in [13], Eq.(1) is asymptotically stable if

|p0|+ |p1| < 1.∣∣∣∣α+
δ(1− α)

(γ − δ)

∣∣∣∣+ ∣∣∣∣−δ(1− α)

(γ − δ)

∣∣∣∣ < 1.

Which can be rewrite as follows:

|α(γ − δ) + δ(1− α)|+ |−δ(1− α)| < |γ − δ| .

Therefore

|αγ − δ|+ |αδ − δ| < |γ − δ| .
Which proved the require.
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4. The Global Attractivity

This section is devoted to present the global stability of the Eq.(1).

Theorem 4.1. The fixed point z of Eq.(1) is global attractor if αγ < δ.

Proof: Assume that a and b are two real numbers and let us define the function
g : (a, b)2 −→ (a, b) by

g(u, v) = αu+
βu

γu− δv
.

Then, we have

∂g(u, v)

∂u
= α− βδv

(γu− δv)2
, (8)

∂g(u, v)

∂v
=

βδu

(γu− δv)2
. (9)

So, we have to cases to consider:
Case(1): If α − βδv

(γu−δv)2 > 0 then from (8) and (9), the function g(u, v) is

increasing in both u and v.
Assume that (m,M) is a solution of the system

m = g(m,m) and M = g(M,M).

Then we have from Eq.(1)

m = αm+
βm

γm− δm
, M = αM +

βM

γM − δM
.

This result gives

(M −m) = α(M −m), α ̸= 1.

Thus

M = m.

Which gives by Theorem B in [13] that z is a global attractor of Eq.(1).

Case(2): If α − βδv
(γu−δv)2 < 0 then from (8) and (9), the function g(u, v) is

decreasing in u and increasing v.
Assume that (m,M) is a solution of the system

m = g(M,m) and M = g(m,M).

Then we have from Eq.(1)

m = αM +
βM

γM − δm
, M = αm+

βm

γm− δM
.

Thus
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γMm− αγM2 − δm2 + αδMm = βM,

γMm− αγm2 − δM2 + αδMm = βm.

This result gives

(M2 −m2) = (δ − αγ) = β(M −m), αγ > 1.

Which implies that

M = m.

Thus, Theorem B in [13] gives that z is a global attractor of Eq.(1).
Which completed the proof.

5. Special case of Equation

This section will demonstrate a special case of Eq.(1) as the follows

Zn+1 = Zn−2 +
Zn−2

Zn−2 − Zn−5
n = 0, 1, 2, 3, ....., (10)

where z−5, , z−4, z−3, z−2, z−1, z0 are arbitrary real numbers with z−5 ̸= z−3 ̸=
z−1 and z−4 ̸= z−2 ̸= z0.

Theorem 5.1. Let {xn}∞n=−5 is a solution of Eq.(10) satisfying z−5 = r, z−4 =
l, z−3 = t, z−2 = s, z−1 = k, z0 = h. Then for n = 0, 1, ...

z6n−5 = ns− (n− 1)r + n(n− 1) +
ns

s− r
,

z6n−4 = nk − (n− 1)l + n(n− 1) +
nk

k − l
,

z6n−3 = nh− (n− 1)t+ n(n− 1) +
nh

h− t
,

z6n−2 = (n+ 1)s− nr + n2 +
ns

s− r
,

z6n−1 = (n+ 1)k − nl + n2 +
nk

k − l
,

z6n = (n+ 1)h− nt+ n2 +
nh

h− t
.

Proof: For n = 0 the result holds. Next assume that n > 0 and our assumption
satisfies for n− 1. That is,

z6n−11 = (n− 1)s− (n− 2)r + (n− 1)(n− 2) +
(n− 1)s

s− r
,

z6n−10 = (n− 1)k − (n− 2)l + (n− 1)(n− 2) +
(n− 1)k

k − l
,

z6n−9 = (n− 1)h− (n− 2)t+ (n− 1)(n− 2) +
(n− 1)h

h− t
,
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z6n−8 = ns− (n− 1)r + (n− 1)2 +
(n− 1)s

s− r
,

z6n−7 = nk − (n− 1)l + (n− 1)2 +
(n− 1)k

k − l
,

z6n−6 = nh− (n− 1)t+ (n− 1)2 +
(n− 1)h

h− t
.

Now, it follows from Eq.(10) that

Z6n−5 = Z6n−8 +
Z6n−8

Z6n−8 − Z6n−11

= ns− (n− 1)r + (n− 1)2 +
(n− 1)s

s− r

+
ns− (n− 1)r + (n− 1)2 + (n−1)s

s−r

ns− (n− 1)r + (n− 1)2 + (n−1)s
s−r − ((n− 1)s− (n− 2)r + (n− 1)(n− 2) + (n−1)s

s−r )

= ns− (n− 1)r + (n− 1)2 +
(n− 1)s

s− r
+

(ns− nr + r)(s+ n− r + 1)

(s− r)(s+ n− r + 1)

= ns− (n− 1)r + (n− 1)2 +
2ns− s− nr + r

s− r

= ns− (n− 1)r +
n(ns− nr + r)

s− r

= ns− (n− 1)r + n(n− 1) +
ns

s− r
.

Next, we obtain from Eq.(10) that

Z6n−4 = Z6n−7 +
Z6n−7

Z6n−7 − Z6n−10

= nk − (n− 1)l + (n− 1)2 +
(n− 1)k

k − l

+
nk − (n− 1)l + (n− 1)2 + (n−1)k

k−l

nk − (n− 1)l + (n− 1)2 + (n−1)k
k−l − ((n− 1)k − (n− 2)l + (n− 1)(n− 2) + (n−1)k

k−l )

= nk − (n− 1)l + (n− 1)2 +
(n− 1)k

k − l
+

(nk − nl + l)(k + n− l + 1)

(k − l)(k + n− l + 1)

= nk − (n− 1)l + (n− 1)2 +
2nk − k − nl + l

k − l

= nk − (n− 1)l +
n(nk − nl + l)

k − l

= nk − (n− 1)l + n(n− 1) +
nk

k − l
.
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Next, from Eq(10) we have

Z6n−3 = Z6n−6 +
Z6n−6

Z6n−6 − Z6n−9

= nh− (n− 1)t+ (n− 1)2 +
(n− 1)h

h− t

+
nh− (n− 1)t+ (n− 1)2 + (n−1)h

h−t

nh− (n− 1)t+ (n− 1)2 + (n−1)h
h−t − ((n− 1)h− (n− 2)t+ (n− 1)(n− 2) + (n−1)h

h−t )

= nh− (n− 1)t+ (n− 1)2 +
(n− 1)h

h− t
+

(nh− nt+ t)(h+ n− t+ 1)

(h− t)(h+ n− t+ 1)

= nh− (n− 1)t+ (n− 1)2 +
2nh− h− nt+ t

h− t

= nh− (n− 1)t+
n(nh− nt+ t)

h− t

= nh− (n− 1)t+ n(n− 1) +
nh

h− t
.

Also, we get from Eq.(10)

Z6n−2 = Z6n−5 +
Z6n−5

Z6n−5 − Z6n−8

= ns− (n− 1)r + n(n− 1) +
ns

s− r

+
ns− (n− 1)r + n(n− 1) + ns

s−r

ns− (n− 1)r + n(n− 1) + ns
s−r − (ns− (n− 1)r + (n− 1)2 + (n−1)s

s−r )

= ns− (n− 1)r + n(n− 1) +
ns

s− r
+

(s− n− r)(ns− nr + r)(s− r)

(ns− nr + r)(s− r)

= ns− (n− 1)r + n(n− 1) +
ns

s− r
+ s− n− r

= (n+ 1)s− nr + n2 +
ns

s− r
.

We also obtain from Eq.(10) that

Z6n−1 = Z6n−4 +
Z6n−4

Z6n−4 − Z6n−7

= nk − (n− 1)l + n(n− 1) +
nk

k − l

+
nk − (n− 1)l + n(n− 1) + nk

k−l

nk − (n− 1)l + n(n− 1) + nk
k−l − (nk − (n− 1)l + (n− 1)2 + (n−1)k

k−l )

= nk − (n− 1)l + n(n− 1) +
nk

k − l
+

(k − n− l)(nk − nl + l)(k − l)

(nk − nl + l)(k − l)

= nk − (n− 1)l + n(n− 1) +
nk

k − l
+ k − n− l

= (n+ 1)k − nl + n2 +
nk

k − l
.
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Finally, from Eq.(10) we prove that

Z6n = Z6n−3 +
Z6n−3

Z6n−3 − Z6n−6

= nh− (n− 1)t+ n(n− 1) +
nh

h− t

+
nh− (n− 1)t+ n(n− 1) + nh

h−t

nh− (n− 1)t+ n(n− 1) + nh
h−t − (nh− (n− 1)t+ (n− 1)2 + (n−1)h

h−t )

= nh− (n− 1)t+ n(n− 1) +
nh

h− t
+

(h− n− t)(nh− nt+ t)(h− t)

(nh− nt+ t)(h− t)

= nh− (n− 1)t+ n(n− 1) +
nh

h− t
+ h− n− t

= (n+ 1)h− nt+ n2 +
nh

h− t
.

Hence, the proof is completed.

6. The Numerical Solutions

In this part, we provide some numerical examples in order to verify our results.
Example 1: In this example, we show the local stability behaviour of our problem

when Z−5 = 6, Z−4 = 0.5, Z−3 = 3, Z−2 = 2, Z−1 = 1.5, Z0 = 1, α = 0.2, β = 1, γ =
5 and δ = 0.5. See Fig.1.

0 5 10 15 20 25 30 35 40 45 50

n

-1

0

1

2

3

4

5

x
(n

)

Figure 1. Local Stability of The Equilibrium Point.

Example 2: Suppose that Z−5 = 5, Z−4 = 6, Z−3 = −5, Z−2 = −2, Z−1 =
3, Z0 = −1, α = 0.5, β = 1, γ = 2 and δ = 9. Then this example demonstrate the
global stability behaviour of Eq.(1). See Fig.2.
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Figure 2. Global Stability of The Equilibrium Point.

Example 3: In this example we present the plot of the solution when we have
Z−5 = 5, Z−4 = 0.3, Z−3 = −2, Z−2 = 1, Z−1 = 4, Z0 = 0.5, α = 1, β = 1, γ = 0.5
and δ = 9. See Fig 3.
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5

x
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Figure 3. Solution of Eq.(1)

Example 4: Here, we also present the plot of the behavior of the solution under
Z−5 = 4, Z−4 = 0.5, Z−3 = 1, Z−2 = 3, Z−1 = 6, Z0 = 8, α = 1, β = 1, γ = 0.5 and
δ = 9. See Fig 4.
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Figure 4. Solution of Eq.(1)

Example 5: This example will provide the behavior of the solution in the special
case with Z−5 = 5, Z−4 = 0.1, Z−3 = 1, Z−2 = 0.5, Z−1 = 4, Z0 = 8, α = 1 = β =
γ = δ. See Fig 5.
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Figure 5. Solution of The Special Case Equation
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Example 6: Here, we confirm that our equation has a periodic solution of period
two , when α = 2, β = 6, γ = 8, δ = 20 and z−1 = 0.914 ( p = β+λ

2(δ−αγ) ) ,

z0 = 0.586 ( q = β−λ
2(δ−αγ) ) , λ =

√
β2 − 4β2δ

(γ + δ)(α+ 1)
. See Fig 6.
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Figure 6. Periodic Solution of Period Two
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