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Abstract  

Sentiment analysis determines if a text includes subjective information and what that information 
represents, i.e., whether the text's attitude is positive, negative, or neutral. Understanding user-generated 
content sentiments automatically help commercial and political interests. Classify the polarity of words, 
phrases, or entire documents. The demand for sentiment analysis is raised due to the requirement of 
analyzing and structuring hidden information, extracted from Amazon reviews in form of unstructured 
data. The sentiment analysis is being implemented through deep learning, machine learning, and lexicon 
techniques. In the research, multiple machine learning algorithms are evaluated, trained, and tested using 
Amazon product reviews randomly picked from a 4 million-review Kaggle dataset. The performance of 
nine different algorithms was compared: KNN, Decision Tree, Naive Bayes, Random Forest, Logistic 
Regression, SVM, Bidirectional LSTM, GRU, and Bert to reach the highest performance (accuracy). The 
Bert resulted in the highest performance with an Accuracy of 0.94. Thereafter, to evaluate the Bert model, 
it was applied to 502,103 reviews, split into a 90% train set to train the model and a 10% test set to 
evaluate the Bert mode. It has been proven that Bert networks are very suitable for the classification of 
sentiment in product reviews. 
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1. Introduction 

In today's world, the Amazon.com portal is the best or most popular way to show customers’ feelings 
or sentiments by writing reviews. Customers buy products and write product reviews. Every person 
in this world shows their attitude or feelings by writing comments, reviews, etc. Here comes the role 
of sentiment analysis: to study the feelings or sentiments of the customers. Sentiment analysis, also 
known as opinion mining, is the field of data mining that studies a person's attitude, behavior, and 
feelings toward objects, organizations, events, products, etc. Sentiment analysis has four types: 
polarity (fine-grained) sentiment analysis, emotion detection, aspect sentiment analysis, and 
multilingual sentiment analysis. 

The internet is regarded as one of the most important sources of consumer opinion, enabling the 
release of several websites. Customers can offer their ratings and thoughts about many things on 
these websites, including films, eateries, hotels, gadgets, and books. Amazon, which offers millions of 
users evaluations of various product categories, is an example. of the increasing availability and 
popularity of opinion-rich resources. And it’s no different here in Egypt, with more than 

8.9 million visits "only last month," which makes it a massive market that has plenty of opportunities 
[23]. But our question is how Many of those customers are really satisfied with the services. that they 
are getting? We all know the Amazon book got a rating.  system of its own for each product, but it is 
not globally available. their entire website, which we are aiming to do. 

Sentiment analysis is the contextual mining of words, which indicates the social media analysis of 
feedback or reviews. regarding the brands or products, which helps marketers determine whether 
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their product is going to attract demand. in the market or not. Is a data mining technique that uses 
NLP, computational linguistics, and text analysis to identify and extract the content of interest from a 
text’s body, which can help measure customer satisfaction on Amazon. 

Sentiment analysis has three approaches: rule-based, automatic, and hybrid, which combine rule-
based and automatic [1] [2]. These automated systems do sentiment analysis based on a 
predetermined set of rules that were developed by humans using rule-based techniques. To learn 
from data automatically, automated methods use machine learning techniques. 

The contribution of this paper is a customer satisfaction model and a comparison of state-of-the-art 
methods. The main objectives of this paper are: 

Measuring customer satisfaction at Amazon, e.g. To achieve this, this study aims to scrape customer 
reviews from Amazon, e.g., and apply it to preprocessing like dealing with missing data and eliminating 
linkages, tags, numerical values, stop words, and more cleaning techniques Then applying Bert to 
predict sentiment on the Amazon dataset (a huge dataset of 4 million reviews). The experimental 
results were compared with other deep learning approaches such as bi-directional long-term memory 
(Bi-LSTM), gated recurring units (GRU), support vector machines (SVM), logistic regression, random 
forest, Naive Bayes, Decision Tree, and KNN, and visualizing data and drawing conclusions. The 
proposed model using Bert was evaluated by F-measure with an accuracy of 0.94. 

This paper is divided into Section 2 will present the background., Section 3 presents related work, 
which includes earlier work that addressed the same issue as ours. Section 4 which presents the 
methodology, consisting of dataset specifications, data collection, preprocessing, and Sentiment and 
Evaluation Also, the results are discussed in Section 5, and finally, Section 6 is for the conclusion.  

2. Background 

Sentiment analysis is the process of analyzing products. reviews on the internet to determine the overall 
opinions and expressions about a product, so the text of these opinions and expressions could be 
classified as positive, negative, or neutral. It specifically focuses on evaluating the opinions and 
expressions on a topic of interest using machine learning. Techniques. The machine learning approach, 
which is an automatic approach to sentiment analysis, is widely used for Sentiment classification and is 
different from the linguistic methods approach, which is a rule-based approach to sentiment analysis. 

However, just classifying concepts as positive or negative is insufficient. There are several challenges to 
overcome. Positive and negative polarity cannot always be used to classify words and sentences. For 
example, the word “amazing” used to have a positive connotation, but when coupled with a negative 
word like “not,” the meaning might radically shift. Emotion classification has been tried in a variety of 
contexts, including product reviews, movie reviews, and hotel reviews. To identify feelings, machine 
learning methods are frequently utilized. 

However, these sentiment analysis approaches don’t perform well. with the same efficiency of sentiment 
classification in topic categorization. Since the nature of the opinionated text requires more 
understanding of the text, machine learning classifiers such as Naive Bayes, maximum entropy, and 
support. Vectors are used for sentiment classification to achieve high accuracy of categorization. 

The feedback or reviews, which are user-generated content, are a rich source for marketing specialists 
who are concerned with public moods and the personal attitudes of the customers toward what is offered 
by the marketer through brands and products. Due to the diversity and size of social media data, 
sentiment analysis is applied instead of collecting data. manually through individuals or companies, as it 
is an automated and real-time opinion extraction and mining system. Customers can submit evaluations 
on a wide variety of products on e-commerce websites, which is why they are growing increasingly 



popular [11]. Every day, millions of reviews are written by customers, making it tough for manufacturers 
to keep track of their thoughts on the product. As a result, it is critical to disperse massive and complicated 
data in order to extract usable information from them. 

Classification algorithms are the best technique to deal with such problems. Classification is the process 
of dividing data into groups or classes based on common qualities. The capacity to automate the 
classification process when working with enormous datasets is a major concern for businesses [12]. 

Sentiment analysis, also known as opinion mining, is a type of natural language processing (NLP) task that 
entails subjective data extraction from text sources and abstract data. The goal of emotion classification 
is to look at user feedback and identify it as good or negative. This avoids the requirement for the system 
to completely comprehend each sentence's semantics. 

Bidirectional Representation for Transformers, or BERT, is a pre-trained language model that is designed 
to consider the context of a word from both the left and right sides simultaneously. It improves results at 
several NLP tasks, including sentiment analysis and question-and-answer systems. As a pre-trained 
language model, BERT provides context to words for representing them from unannotated training 
data. So, it could extract more context features from a sequence compared to viewing the left and right 
sides simultaneously.  BERT is adaptable to perform different NLP tasks with state-of-the-art accuracy, 
similar to the transfer learning method in computer vision, which allows for building accurate models in a 
time-saving way. 

3. Related works 

Sentiment Analysis BERT-based models are effectively used in many natural language processing tasks 
such as the sentiment analysis task. A common procedure is to start from an off-the-shelf pre-trained 
model and then fine-tune it on a specific task. However, in many tasks, including sentiment analysis, the 
fine-tuning needs labeled data, which could be lacking for specific domains such as health or finance. 
Nevertheless, little research has been conducted on the performance variability of BERT-based models 
for sentiment analysis over multi-domain and multi-source corpora to investigate the universal 
applicability of these models. Moreover, evaluations of BERT-based models for the Italian language report, 
to the best of our knowledge, only the performance on positive and negative classes, although the class 
neutral is needed since it identifies the absence of a predominant and clear attitude. A multi-domain 
corpus for sentiment analysis for the English language is presented by [13]. This corpus is a collection of 
tweets gathered using a set of keywords, which were selected to identify various socially relevant 
domains. However, the evaluated models are non-BERT-based and the evaluation does not report the 
performances for each domain. In [15], the authors conducted research to perform the classification of 
customer reviews, followed by finding the sentiment of the reviews, to provide visualization and 
summarization for the results. The classification of reviews was done along with sentimental analysis, 
which provided accurate reviews to the user. In [16], the authors conducted research to examine the 
effectiveness of different machine-learning techniques for the classification of online reviews using 
supervised learning methods, and also the extraction of product feature perception for deducing adjective 
polarity when the polarity is unknown. Sentiment analysis was used to gather a lot of information, and 
this information was where these training data were previously gathered.  The results from the perception 
of product features subtask did not have sufficient test data. where the subtask was more complicated 
than the document-level sentiment analysis, but more care should be taken to give verifiable results.  The 
results from the polarity deduction subtask were something of an afterthought compared with the other 
subtasks conducted in the research. In [17], research to polarize the feedback of customers over different 
products, which was done through the supervised learning method, is conducted on a large-scale Amazon 
dataset to polarize it and get satisfactory accuracy. The sentiment analysis resulted in an accuracy rate of 
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over 90%. Different simulations were applied using cross-validation, training-test ratios, and different 
feature extraction processes for comparing varying amounts of data. In [14], the authors conducted 
research to implement and test Amazon customer reviews where aspect terms are identified first for each 
review. The system performs preprocessing operations to extract meaningful information, so 
meaningful information could be extracted and classified as either positive or negative. Identification of 
words changing polarity took place in the presence of context, and its effect on the overall rating of the 
product, along with the aspect, has been analyzed in the work. 

4. Methodology  

The proposed sentiment analysis is based on Bert on Amazon Reviewer. In this section, the stages of the 
proposed model, including data collection, data exploration, data preprocessing, feature extraction, 
training model, and evaluation metric, are discussed as shown in figure 1. 

 

 

 

 

 

 

 

 

 

Figure 1: The Architecture of the proposed system 

4.1 Data Collection 

Data is the most valuable item in the world now, and getting it is not as easy as possible. Amazon provides 
millions of data from their users' reviews of their products, so we relied on Amazon's review data set to 
train and evaluate our model. We collected a dataset from Kaggle [3]. This dataset includes 3.6 million 
training reviews and 0.4 million testing reviews from Amazon customers, as well as labels (output labels) 
for the reviews 

4.2 Data Exploration 



Through exploring a dataset, we get a decent grasp of its structure and contents, making future navigation 
and usage more accessible. One's ability to analyze data depends on how well one is familiar with that 
data. For example, we read the dataset, took a sample review of nearly 250,000 reviews, and used a Count 
plot to determine whether the sentiments in the dataset are balanced or not as shown in figure 2. 

 

 

 

 

 

 

 
Figure 2:  count plot of sentiment Analysis Labels 

 

4.3 Data Preprocessing 

Preprocessing is preparing the dataset to have excellent quality. These are important tasks that must take 
place before using a dataset for model training. In order for the models to be professionally trained and 
to provide the expected results, the data used must be representative, clean, precise, complete, and well-
labeled as shown in figure 3: 

• Removal of HTML tags. 
• Removal of NULL and repeated data from the dataset  
• Filtering every symbol except for letters (a-z) and numbers (0–9). 
• Filtering out every word with a length of 3 symbols or lower 
• Removal of stop words 
• Applied tokenized by splitting sentences into words 
• Applied stemming 
• Applied spell correction   
• Applied lemmatization  
• Detect and delete non-English reviews 

 

4.4 Feature Extraction  

The fundamental issue when dealing with language processing is that machine learning algorithms 
cannot be applied directly to raw text. Therefore, we need feature extraction methods that can transform 
the text into a feature matrix (or vector). 

There are two different kinds of feature extraction available here: basic feature extraction and high-level 
feature extraction. Common ways of extracting features, like TF-IDF and bag-of-words, are not very dense, 
but there are many ways to get a dense vector representation of the words.  

Extraction of advanced features (word embeddings) Word embeddings are a representation of words as 
reduced-dimensional vectors of numbers.  



Because word embedding vectors are meant to be representations of both words and their surroundings, 
it stands to reason that words that have similar meanings (synonyms) or close semantic links would also 
share similar embeddings. For example, "man" should be "King" while "woman" is "queen". Pre-trained 
incorporations were used since learning word embeddings requires time and computation. 
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Figure 3: Example of the basic operation of preprocessing and applying it to a built-in method in Python 

4.5 Training the model 

We applied many different deep learning models like KNN, Decision Tree, Naive Bayes, Random Forest, 
Logistic Regression, SVM, Bidirectional LSTM, GRU, and BERT to predict the sentiment. We have two 
output classes: positive sentiments like "happy," "in love," "smile," etc., and negative sentiments like 
"afraid," "not happy," and "angry. Our main interest was to use BERT's algorithm [4], and we made four 
attempts to get high accuracy. The attempts like change in hyperparameters like learning rate, and finally 
we used (1e-5) LR, increased the dataset, and finally we took a 502,103 sample of reviews. We activated 
all the non-trainable parameters, and we split the dataset into 90% to train the model and 10% to test the 
model. Machine learning models used a 10,000 sample of reviews and GRU and Bi-LSTM used 100,000. 
Bert Preprocessing: We have used preprocessing API from (TensorFlow Hub) to Clean and prepare the 
dataset to be usable in the model. Bert Encoder We have used Encoder API from (TensorFlow Hub) to 
transfer each word into a vector so the machine can understand. Splitting dataset Data is split into 3 
sets:  the Training set, Validating set, and the Test set. 
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5. EXPERIMENTAL RESULTS AND EVALUATION 

5.1 Experimental setting  

The model is trained using the COLLAB platform. Using Python 3 and a built-in library of NLP such as 
Pandas, it is used for data analysis and manipulation. Using NLTK, it is used It contains predefined libraries 
for preprocessing textual data. Vader, which is used to calculate sentiment scores, gives opinion scores in 
terms of positive, negative, and neutral. Numpy is used to deal with high-level mathematical functions to 
operate on arrays. While Seaborn and Matplotlib are used to visualize data, Lang-id is used to detect 
languages in Sklearn, used in machine learning. 

5.2 Results and Discussions 

In the first iteration, we used a BERT version called "BERT small” [5], which consists of four layers and 28 
million parameters. And we provide the model with 50,000 reviews to train our model. In this model, we 
see that the number of trainable parameters is too small. So that was a problem. So, in this model, we get 
50% accuracy. In the second iteration, we were able to activate those non-trainable parameters in the 
model by increasing the number of reviews to 250,000 reviews. We reached an accuracy of 84%. In the 
third iteration, we managed to push it further after reaching 84%. By increasing the dataset to 502,103 
reviews, split into a 90% train set and a 10% test set, and using the same hyperparameters, we reached 
92% accuracy. For the fourth iteration, 92% wasn’t enough for us, so we decided to increase it, using the 
same model in the second iteration. But we trained it with 502,103 reviews, split it into a 90% train set 
and a 10% test set, and used the same hyperparameter in the fourth iteration. So, we ended up with an 
accuracy of 94% as shown in figure 4. Model Evaluation quantifies a system's predictions. The confusion 
matrix [6] helps solve classification issues and assess models. Figure 3 shows a confusion matrix used for 
binary and multiclass classification as shown in figure 5. After applying some machine learning and deep 
learning models, we can get the results of each model. The final result shows that Bert's model gives high 
accuracy with optimization time, as shown in Table 1. 

Model Accuracy 

KNN [7] 66% 

Decision Tree [7] 69% 

Naïve Bayes [7] 79% 

Random Forest [8] 80% 

Logistic Regression [9] 81.9% 

SVM [9] 82.4% 

Bidirectional Lstm [10] 82.3% 

GRU [10] 86% 

Bert 94% 

Table 1: The comparison of different deep learning models on the Amazon reviewer data set 



 

 

 

 

 

 

 

 

 

 

Figure 4: the training accuracy 

 

 

 

 

 

Figure 5: Bert's Model accuracy 

 

6. Conclusion and future work  

As shown in this paper, the BERT networks are the most suitable for binary sentiment analysis on 
Amazon.com product reviews. Based on the results of the evaluation datasets, we can conclude that BERT 
performs very well, with an accuracy of 0.94 for binary classification, and that does not depend strongly 
on the type of product the reviews come from. As can be seen clearly from the previous confusion 
matrices, the BERT network performs both accurate results for negative and positive classes. Since the 
training dataset is also balanced, getting balanced results from both classes shows the model’s reliability. 
If we want to develop Web and mobile apps, we may use these models. Complex systems communicate 
to achieve a goal. We'll utilize Flask to build our model into a web API. Deep learning models that use Bart 
to improve results and Blue as an evaluation metric 
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