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APPROXIMATE CONTROLLABILITY OF NONLINEAR DELAY
EVOLUTION INTEGRODIFFERENTIAL SYSTEMS

A. YASOTHA, T. NANDHA GOPAL

ABSTRACT. In this paper the approximate controllability of nonlinear evolu-
tion delay integrodifferential systems with preassigned responses is studied.
These controllability results are for nonlinear systems that are not associated
with linear systems and no compactness assumption is imposed.

1. INTRODUCTION

Controllability of the nonlinear systems in infinite dimensional spaces has been
extensively studied. Several authors [[1], [5], [8]] have studied the concept of ex-
act controllability for systems represented by nonlinear evolutions equations, in
which the authors have effectively used fixed point technique. From the mathe-
matical point of view, the problems of exact and approximate controllability are
to be distinguished. In infinite-dimensional spaces the concept of exact controlla-
bility is usually too strong and, indeed has limited applicability [17]. Approximate
controllable systems are more prevalent and very often approximate controllabil-
ity is completely adequate in applications [[9], [12]]. Therefore, it is necessary to
study the weaker concept of controllability, namely approximate controllability for
nonlinear integrodifferential systems.

Kartsatos and Mabry [16] introduced a new type of controllability concept for
the following system

2/ (t) + A(t)z(t) = B(t)u(t),
where
At): D(A)c X - X, Bt):DB)CX =X, te]0,q]
are nonlinear operators with constant domains D(A), D(B) and where 0 € D(A). In
the same work they also discussed the LS-controllability of the functional evolution
system
' (t) + At ze)x(t) = o' (t) + B(t)u(t).

Kaplan and Kartsatos [14] have studied the K-controllability of nonlinear evo-

lution systems with preassigned responses, where as Kartsatos and Liang in [15]
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used more general preassigned responses than in [14]. Subalakshmi and Balachan-
dran [23] discussed about the approximate controllability properties of nonlinear
stochastic impulsive integrodifferential and neutral functional stochastic impulsive
integrodifferential equations in Hilbert spaces.

Several authors [[2], [3], [7]] have discussed the approximate controllability of
nonlinear evolution systems with preassigned responses. Recently, Muthukumar
and Balasubramaniam [19] studied the approximate controllability of nonlinear
stochastic evolution time-varying delay systems of the form

d(x(t)) — A()x(t)dt = f(t,2(t),z(ar(t),- -, z(an(t)), u(t))dt
+g(t, x(t), x(ar(t), - x(em (1)), u(t))dw(t),
teJ= [t07b}, l‘(t) =ux9, t <1

with preassigned responses. The necessary conditions for controllability results
of nonlinear systems are not associated with linear systems and no compactness
assumptions are imposed. Rykaczewski [22] studied the problem of approximate
controllability of semilinear differential inclusion by using resolvent of controllability
Grammian operator and fixed point theorem, assuming that semigroup generated
by the linear part of the inclusion is compact and under the assumption that the
corresponding linear system is approximately controllable.

The outline of this paper is as follows: In Section 2, the nonlinear evolution delay
integrodifferential systems are described and further it contains basic notations,
definitions and some preliminary results. In Section 3, sufficient conditions for
the approximate controllability for the nonlinear evolution delay integrodifferential
systems are discussed with preassigned responses. Approximate Controllability for
the Implicit Delay Systems are discussed in Section 4. Finally, we provide an
example to demonstrate the effectiveness of our method.

2. PRELIMINARIES

The approximate controllability problems for linear and nonlinear systems with
preassigned responses is considered in few literature . In order to fill this gap, this
paper studies the approximate controllability of the following nonlinear integrodif-
ferential equation of the form

2/ (t) — A(t)xz(t)
F(ta@i0), [ gtt.s.o02(5),

to to

S

k(s, T, m(ég(r)))dr)ds,u(t)), t> 1)
x(t) = wo, t<to,
and the more general delay evolution integrodifferential systems

La(t), /(1)) — AD)a(t)
= (160, [ attsa@ao). [ Kermaam)ands ). > @

to
I(t) = X, t S to,

where A(t) is a linear operator on a Hilbert space H for each t, k : A x H - H
and g : A x H?> — H are nonlinear functions, and f is a nonlinear function from
[to, T] x H? to H, the delays 01, d2, 63 are continuous functions on R, while L is an
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operator from H? to H, and A = {(t,s) : tg < s <t < T}. Motivation for these
kind of equation can be found in [18].

Let H be a separable Hilbert space with norm || - || and inner product < -,- >,
I = [to,T], Is = TUR(S), and R(J) the range of § = max{d;(t),da(t),d3(t)}. Let
f+1x Hx H—H be a nonlinear operators, measurable in the first terms and con-
tinuous in the last two terms; the delays d; : I— R are bounded continuous function;
D = D(A(t)), the domain of A(t), is independent of ¢ and dense in H; z¢g € D and
A(t) : D C H — H is linear. Denote the space of all continuous functions z from I
to H with the usual maximum norm || - ||. by C(I, H), and the space of all square-
integrable functions with the usual L? norm || - ||z and inner product < -,- =,
by L?(I,H). The closure and boundary of any subset Q are denoted by Q and
0N, respectively. For system (1) assume that A(t) generates an evolution system
{E(t,s)} [21], and for system (2) assume only that A(-)x € L?(I, H) for each z € H.

Definition 2.1.

: (i) For a given u € L*(I, H), a function x,, € C(Is, H) is said to be a solution
of (1) (or (2)) on I if it satisfies (1) (or (2)) almost everywhere on I.
: (ii) z, € C(Is, H) is said to be a mild solution of (1) on I if

ralt) = Bltto)atio) + [ B (s,2,610). [ ol maar),

t() tO

/ ’ k(7. 0, 24 (35(8)))d0)dr, u(t))ds, (3)

to
Zl'u(t) = xy, tely, t<tp

A mild solution of (2) is defined similarly.

Definition 2.2. The mapping v — S(u) defined by S(u) = {x € C(Is,H) : z is a
mild solution of (1) or (2) for some u € L%(I, H)} is said to be the solution mapping
of (1) (or (2)).

Note that S is generally a set-valued mapping and S(u) may be empty for some
u. Several authors [[6], [10], [11], [13], [20]] have assumed S to be a well-defined
continuous single-valued operator.

Definition 2.3.

: (i) The set Ry(zo) = {z(T) : z € S(u) foru € L*(I,H)} is called the
reachable set of (1) from the initial state zq.

: (ii) If Rr(xo) = H, then system (1) is called exactly controllable.

: (iii) If Ry(xg) = H, then system (1) is called approzimately controllable.

Definition 2.4. An operator N : D(N) C H — H is called strongly monotone (or
monotone) if there exists 5 > 0 (or 8 = 0) such that

< Nz — Ny,z —y>= > |z —y|? forevery z,y € D(N).

The operator N is called hemicontinuous if x € D(N),h € H,t > 0,z + th €
D(N), and if t — 0 = N(x +th) = N(z); here % means weak convergence in H.
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Let X be a Banach space and let ) C X be a subset. The Hausdorff measure of
noncompactness of {2 is defined by

¥(Q) =inf{e >0 : Q has a finite e-net}.
Lemma 2.1.[4] Suppose that € is a bounded and equicontinuous subset of C'(I, H),
then
P(Q) = sup P (Q(t)).

tel
Lemma 2.2.[4] Let X be a Banach space and 2 C X be an open and bounded
subset with 0 € Q. Suppose that f : Q — X is continuous and there exists k € [0,1)
such that

P(f(Q) < k(Q) for all bounded subsets Q C X.
If 2 # AFx for A € (0,1) and 2 € 99, then f admits fixed points in Q.

Lemma 2.3.[9] Let 27 be the set of all subsets of H. Suppose that the multi-
function h : [a,b] — 2 is measurable and integrably bounded that is, sup{||y|| :

y € h(t) < B(t)}, with 8 € LY([a,b], H). If ¢(-) is the Hausdorff measure of
noncompactness on H, then v (h(-)) € L'([a,b], H) and

ol [ ms)as < [ wints)

for each measurable subset D C [a, b].

Lemma 2.4.[10] Suppose that N : H — H is hemicontinuous and monotone. If
there exists r > 0 such that

< Nz,z > >0forall x € 9B,, with B, ={x e H: |z| <r},
then Nz = 0 has solutions in B,..

3. CONTROLLABILITY OF INTEGRODIFFERENTIAL SYSTEMS

In this section it is assumed that t — f(¢,x, y, u) is almost everywhere continuous
and 9 is the Hausdorff measure of noncompactness on H. Further, the following
conditions are assumed to hold for f and A:

: (C1) ¥(f(t,A1,A2,9)) < hi(t)Y(Q), for every t € I, all compact subsets
Ai,As C H, and bounded subsets Q C H. Here h; € L%*(I,R) is non-
negative.

: (C2) k:Ax H — H is continuous and there exists constants ki, ko > 0
such that

lk(t, s, 21) — k(t, s,22)|| < kil|lx1 — z2]] and

ko = max{||k(t,s,0)| : (t,s) € A}

: (C3) g: AxHxH — H is continuous and there exists constants ks, ky > 0
such that

Hg(tVS?xlayl) - g(ta57x27y2)” < k3(||x1 - IQ” + Hyl - y2||) and

ks = max{Hg(t,s,Q/ k(s,7,0)ds)| : (t,s) € A}
0
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and there exist continuous functions a,b : A — I such that

S

||9(t7Sa95(52(8))»/81?(87T7x(52(7))d7))|\ < a(t,s)[||x(52(s))||+/ b(s, 7)||x(d3(7))dr|l]

to tO

¢
and o = sup /a(t,s)ds

to<t<T J1,
t s
B = sup / / a(t, s)b(s, 7)drds
to<t<T Jty Jto
: (C4) There exist positive constants a;,i = 1,2,3,4 such that for every
(t,z,y,u) € I x H?
1f &2,y )|l < a1 + as||z]| + aslyl| 4 asl[u]-

: (C5) For each collection of bounded subset D; C H, there exists a constant
by > 0 and measurable functions by, b3 € L%(I, R) (each b; may depend on
D) such that

<ty gow),u = byflull® = ba(t)lful — ba(t)

forevery t € I,u e H,z; € D;, fori=1,2,3.
: (C6) There exists hy € L*(I, R) such that

1y, u) = F(t g, )| < ha() (s — 2] + s = v
for every t € I,u,x1,x2,y1,y2 € H.
: (C7) 6; € CYI,R),0;(t) < t,6.(t) > k; >0, forevery t € I, i =1,2,3.
: (C8) There exists a uniformly bounded function ¢(t) such that
< —At)z,x = > ct)|z]?
for every t € I,z € D.
: (C9) A(-)x € L*(1, H) for every x € D.
: (C10) ¢t — E(t,s) is continuous in the uniform operator topology for each
s < t.
Theorem 3.1. Suppose that the conditions (C1),(C4),(C7) and (C10) are satisfied.
Then, for given functions x € C(Is, H),y € C(I, H) and constant n > 0, the integral
equation

S

u(t) = yt)+ /tE@,s)f(s,x(al(s)), | ot ra(aa()

to tO
[ k.20 uv))ds. (4
to
admits solutions in C(I, H).

Proof. Since E(t,s) is strongly continuous, it can be assumed that ||E(¢,s)|| < M
for some constant M > 0. Also assume that

M, = {/tT hf(s)ds]%.

Let a > 0 be such that
TLMMl

V2a

<1
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For each u € C(I, H), let

Julla = max [u(t) lexp(~at),

V) = v+ [ B9 (55616, [ glsimaloan)
/ " (0, 2(65(0)))d0)dr. u(t))ds.

to
Then || - || is a norm on C(I, H) and is equivalent to || - ||.. The space C(I, H)
endowed with this new norm is denoted by C,(I, H). By condition (C4) and the
Lebesgue dominated convergence theorem, it follows that N is continuous from
C.(I,H) to C,(I,H).
Denote the Hausdorff measure of noncompactness on C, (I, H) by ¢. Then it is
clear that for each Q € C,(I,H) and t € I,

(1)) < P(Q)exp(at).
Assume that Q@ C C,(I, H) is a bounded subset. Since

N@W = o)+ [ B (50010, [ gl ma(a(r),
/t " l(r,0,2(65(0)))d0)dr, u(t))ds,
xu(t) = x9, tE€ .[51., t <o,

by the definition of ¢, condition (C1) and Lemma 2.3, it follows that

PN ()(®))

o (v 0 [ B0 (55001060, [ ato,m 2020
/t " k(r. 0, 2(65(0)))d0)dr. u(t))ds)

IN

n/ttw<E(t,8)f(5,$(51(5)),/:9(577'7%(52(7)),
/t k(r,0,2(5(0)))d0)dr,u(t)) ) ds

A
3
>

3

=

=
2

=

=
V)

IN
3
=
=
SN
fe)
=

IA
S
=
=
SN
E

that is,
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Therefore

¥ (cap(-at)N(@)®) = w(NQ)®))exp(~at)

< EMM@(Q) (5)

From (C4) and (C10) it follows that N(€) is bounded and equicontinuous in
C(I,H). Therefore

INQ)]e={veC,H):v(t) =u(t)exp(—at), for some u € N()}

is also bounded and equicontinuous in C(I, H). So, by Lemma 2.1

¢([N(Q)]a) - sup¢([N(Q)]a(t)) - Sup1/)<exp(fat)N(Q)(t)).

tel tel
From the definition of ¥ and ¢, it follows that

(V@) = s(N(Q).

Since ¢ in (5) is arbitrary,

n
N(Q)) < —MM,6(2).
HN@) < <= MMIH()
Suppose there exists u € C,(I, H), A € [0,1] such that v = ANwu. Then, note
that «y,4 = 1,2,3 are bounded and so by (C2)-(C4) and (C7)

[u@ < IIy(t)||+n/t 1Bt s)ll

T

U (56106, [ gt mon(Gatr)), [ 0,200, ult)) s

to tD

IN

@]+ [ [+ aallo(5)]

bas [ lgGosm0a(), [ K 0,0065(0))a0)ar -+ o) ] ds

to tO

t
< nllylle + Mar T + MaT||| + Mag(a + 8)]l] + nMCM/ [[u(s)||ds
to
Here, |I5| means the measure of Is and ||z||,, means the norm in C(Is, H).
From Gronwall’s inequality, it follows that
[ulla < lulle

< n[HyHC + Ma;T + MasT|z|| + Mas(a + B)||x||}ea:p(nMa4T),

which means that {u € Co(I,H) : u = ANu, A € [0,1]} is bounded. Let
K > sup{||u||a cu=ANu, A €[0,1],u € Ca(I,H)}

be a given number. Then u # ANw for every A € [0,1],u € Co(I, H) with |Ju|, =
K. By Lemma 2.2 there exists u € C,(I, H) satisfying (4). Hence the proof is
completed.
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Remark 3.1. If the condition (C1) is replaced by assuming the compactness

of E(t,s), then Theorem 3.1 is still true. Indeed, in this case the operator K :
C(I,H) — C(I, H) defined by

(Ku)(t) = /t E(t,s)u(s)ds,u € C(I,H)

is compact. Therefore, the operator NV defined in Theorem 3.1 is compact.

Theorem 3.2. If (C1)—(C10) are satisfied, then the system (1) is approximately
controllable.

Proof. Without loss of generality take zp = 0. Since D = H, it need only be
shown that Rz (0) D D. So, let zr € D and

t—1
z(t) = T—t(j)xT’ tel,

0, tels, t<t.

8
—~

~
~—

Then x(T) = xr and z(t) € D for each t. Consider the approximate equation

x(t) — lun(t) = E(t, S)f(:s,ac(él(s))7 /S g(s, 7, 2(02(7)),

n to tO

/T k(r, 9,m(53(9)))d9)d7,u(t))ds, t e 1.(6)

to

By Theorem 3.1, for each integer n equation (6) has a solution w,, € C(I, H). Since
f is almost everywhere continuous with respect to the first argument, E(¢,s) is
strongly continuous and satisfies (C10). By differentiating (6) it follows that

() = f(t,x(él(t))7/ g(t,s,x((sz(s»/sk(s,T,x((sS(T)))dT)ds,u(t))

n
T— to n to to

+A(t) [x(t) - %un(t)]
_ f(t,x((h(t)),/tg(t,s,x(dg(s)),/tsk(s,r,x(dg(T)))dT)ds,u(t))

to
t—to

+T—t0

Atz — %A(t)un(t).

Let w(t) = 4= A(t)xp. Then, by (C5) and (C8) it follows that

T—to

S

! xT_lu’ (t) = f<t7x(61(t))7/tg(t,s,x(ég(s»/

n
T— to n to to

+wlt) — %A(t)un(t).

k(s, 7, 2(05(7)))dr)ds, u(t))
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Taking inner product with u, (¢), it follows that

<7 i tOxT,un(t) -— =< %u;(t),un(t) -
= < f(tao). [ gt a(Galo)), [k raar)dnds uo) v ) -

+ < wlt), un(t) - — < %A(t)un(t),un(t) -

> biflun O] = b2(O)Jun ()] = bs(t)+ < w(t), un(t) = +?Ilun(t)ll2» a.e.

Here b; is a constant and bo, b3 are functions in (C5) related to the bounded subsets,
D1 = {.T 51( )) tGI}
Dy, = {/ (t,s,x(d2(s /kSTxég T)))dT) : t € I}.

By (C8)

¢ = max |c(t)| < oo.
tel

From the above inequality, we have

TT

1
billun(®* < < T = < U, (£), tn (£) = +b|un (t)]

+05(0) — < @), u(0) = =D o)

Integrating the above inequality yields

T T
[ nluae < [ < 2 w0, - i
to to T — to

_ %/t < (£), un(t) = dt+/ by ()| un (t)||dt

to

T T
+ [t [ o)ar

and so,

L un (T

B wHLHun”L o

rT
T —1t
T T
e(8)
ﬂmw%m+/|wmw+/ e (8) 2t
to tO n

bullual} < |

[EZg(? g Cln
< |2 - :
< (7o ol + el ]l + | Pa(®lde+ Zlunlly - ()

This implies that {u,} is bounded in L?*(I, H). Let Ny = sup||u,|r. < oo.
By (C6), the solution map S(u) of (1) is a single-valued continuous operator on
C(I,H). The claim is that {S(u,)(s)} is uniformly bounded and equicontinuous.
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In fact, noting that S(u,)(t) = 0 for ¢t < ¢y and 0;(t) <t for every t € I,

15 (un ) ()]

IN

/tt 1B (5@ (), [ a7 5(ua) 0a()
/; k(7,0, S (un)(d3(0)))d0)dr, un(s)) Hds

IN

M [ for + el S ()

to
S

+ag|l [ g(s, 7, S(un)(02(7)), /tT k(70,5 (un)(05(6)))db)dr |

to

+agljun(s)ll|ds
t

M(Ta1 + \/Ta4\|un||L) n M(a2 +as(a+ 5)) 115 () (s) | ds.

to

IA

By Gronwall’s inequality, it follows that

IS@)®I < M(Tar+vVTaauall) exp (a2 + as(a+ 8)) MT)

= Ny < oo.

This shows that {S(u,)(¢)} is uniformly bounded on I. Therefore, it is uniformly
bounded by Ny on I5. Now, let t1,t5 € I with ¢; > t5. Then for every n

15 (un ) (t1) — S (un) (t2)

< / 15008 | (s St Gr) | .7 S5
0,800 ) B0, ) s
b 0E0)  Blea (5800 G160, [t St ()
[ (7, 0,.5(u2) (55(6)))d0)dr, w (5) ) | ds
< Mt~ o) a1 + a2 Np| + MagNafa + Bty — ta] + Mas N/ — B

+[/tQ||E(t1, $) = B(ta, 8)|Pds] (a1 + s o) VT
tasNafo+ ] / Bt 5) — Bt 5)|2ds) VT
il [ 1B (t,s) ~ Bt o) Pds VT
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Because of (C10), the equicontinuity of {S(uy)} follows. By (6) and (C6),

| [ ) 155, [ oo, St 62000

Lo

15 (un ) (8) — ()]

/t k(7,0, S (un)(J5(5)))d0)dr, un(s))
~ 15,2600, [ gt alda(r).
/T (. 0,2(35()))d0)dr, un (s)) s
< M/ a(s) [ 115 (un)(s) — 2(5)]
/ g (5,7, S (un)(82(T / k(7,0, S (un)(85(s)))d)dr
—g(s, 7 2(3a(7)), /t;k(me,xwg(s)))de)mn]ds + ()]
< Lan@ll+ 2 (141714 1)) [ 1ol 1Sa) 6) — (5t

to

Applying the Gronwall inequality, it follows that

I5n)@) 2O < L unOleap[ 5 (14 ko704 11)) [ s

to
1 M
< lun(®llexp| 7 (1+ keT(1+ kD)) o]l .

Therefore,
1 M
1S(un) = 2l < ~eap| 7 (14+keT(1 + kaT) ) Ihlle ] unlle =0 asn— oo, (8)

This means that S(u,) — @ in La. Therefore, there exists a subsequence S(uy,,)(t) —
x(t) a.e. in H. Let t,, € I with t,, — T be such that S(uy)(tm) — z(ts,) for each
m. Since {S(uy,)} is equicontinuous, for each € > 0 there exists mg such that

T — tp,

rr
T —to

37

fo(tmg) = orll = | 2ar — o -

1S (un)(T) = S (ttn) (£ <§ for all n.
For this mg, equation (8) implies there exists N > 0 such that
1S (un) (tmg) — 2(tmo ) || < for all n > N.

Hence,

[S(un)(T) =zl < [[S(un)(T) = S(un)(Emo) || + 15 (wn) (tng) = 2 (tm, )|
+ |z (tm,) — 2|
< €

That is, S(un)(T) = zp and zp € Rp(0).
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Thus, z7 € D implies that 7 € Rp(0). Therefore, D C Rr(0). But Ry (0) C
D. Combining these two inclusions yields D = Ryp(0). Thus, the system (1) is
approximately controllable. Hence the proof is completed.

Remark 3.2. The results of Theorem 3.2 remain valid when (C5) is replaced by
the following assumption:

(C5') There exists a constant ¢; > 0 and measurable functions cs, c3 € L*(I, R)

for each bounded subsets D C H such that for every t € I,u € H,x,y € D,

< Faya)u s < —enlull® + es(®)u] + es(t).

Theorem 3.3. If (C1)—(C4),(C5"),(C6)—(C10) are satisfied, then the system (1) is
approximately controllable.

Proof. Let x(t) be defined as in the proof of Theorem 3.2. By Theorem 3.1, for
each n there exists u, € C(I, H) such that

o0+ 1) = [ B (50610, [ om0

/t " l(r.0,2(65(0)))d0)dr, u(t) ) ds.

Differentiating this equation yields

1
T —tp

_ f(t,x(él(t)),/tg(t,s,a:(ég(s),/tsk‘(s,T,x((Sg(T)))dT)ds,u(t)),

to

L,
T + —u,(t
T n n(t)

S

+ A(t) /tE(t,s)f<s,a:(§1(s)),/ g(s, T, 2(02(7)),

to to

/tT k(r,0,x(3(0)))d0)dr, U@))ds,
= f(t,x(51(t))7/tg(t75,x(52(5)7/s

to to
t—1o 1
= t]
T*toajT—’—nun()

Taking the inner product with w,,(t), produces

B(s, 7, 0(8(r)))dr)ds, u(t) )

FA() {

~< %,un(t) - +% <l (1), un(t) =
= < f(t,x(dl(t)),/t:g(t,s,x(ég(s),/t: k(s,T,x(53(T)))dT)ds,u(t)),un(t) -
4 ;__tt‘; < Az, un(t) = —% < A un (), un(t) =
< ﬂﬂ%mW+@mmuw+%w+}jﬁ<A@mwmw>fﬁﬁ%mw

By the same method as used to obtain (7), the same inequality is obtained with
b; replaced by ¢;, i=1,2,3. Therefore ||u,|| s, is bounded. The rest of the proof is
similar to that of Theorem 3.2 and hence omitted.
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Theorem 3.4. Suppose that E(t,s) is compact for every to < s < t < T, then
conditions (C2),(C5) [or (C5')] and (C6)—(C9) imply the approximate controllabil-
ity of system (1).

Proof. By Theorem 2.3.2 of [[19]] it follows that (C10) is satisfied. So, by Remark
3.1 the proof can be completed in the same way as in Theorem 3.2.

Remark 3.3. Obviously other preassigned responses can be taken in the above
results to obtain the same conclusions. For example, z(-) can be defined as

(t —to)®

=T

(xp — x0) + 0.

4. CONTROLLABILITY OF IMPLICIT DELAY SYSTEMS

In this section the approximate controllability of the implicit system (2) is con-
sidered. Here, assume that L : H — H satisfies the condition

: (C11) If x : I, — D is an affine function, then L(x(-),2'(-)) € L*(1,,, H).

Theorem 4.1. Suppose that conditions (C2),(C7),(C9) and either one of the
following conditions are satisfied:

: (C12) u — f(t,z,y,u) is monotone for each (¢, x,y) and (C5) is satisfied, or
: (C12") w — —f(t,z,y,u) is monotone for any (¢,z,y) and (C5') is satisfied.

Then D C Rr(xg) for each g € H, and system (2) is approximately (or exactly)
controllable provided D = H (or D = H).

Proof. Let x7 € D and

t—t
l‘(t) T_t()O(JTT—Zbo)—Fio, tel,
:L‘(t) = X, t S to.

Then L(z,2') € L*(I, H), x(T) = z7, and z(t) € D for every t € I. If (C10) holds,
define an operator N on L?(I, H) by

Nuft) = f(t,x(él(t)),/tg(t 5,2(6a(s / (s 7, 2(53(r) ) )ds. u(t))

to

— L(2(t),2'(t)) + A(t)x(t)
= f(t,x(51(t)),/ g(t, s, x(da(s / k(s, T, 2(03( )))dr)ds,u(t))

to

— L(a(t), 2/ (1) + 0

T 1

A(t)(.Z‘T — .%'0) + A(t){IJ()

Then conditions (C2)-(C4) and (C9),(C11) imply that N maps L*(I, H) to L?(I, H)
and is hemicontinuous, since f is continuous in u. By (C12) it can easily be shown
that N is monotone.



JFCA-2017/8(1) APPROXIMATE CONTROLLABILITY OF NONLINEAR SYSTEMS 155

For each u € L?(I, H), (C5) and (C7) imply that

T
< Nu,u =, = /< Nu(t),u(t) > dt

to

lif@x@@»/;tsx® D [ o atistr)aris u(t). (o)

0 to

— /T< L(z(t),2'(t)),u(t) = dt + /T<r}_ O A(t)(zp — m0), u(t) = dt

0

+ /T < A(t)xo,u(t) = dt

to

T
/[qwmwf@mwwWwwﬂﬁfM@JWﬂmu

to

v

L)
—to

o [ o)t = [ leatolde = [leal + 1262
A0 @z = o)l = [AC)zo L] Jul . 9)

+||

A() (@ — zo)Lllull + [[AC)zol Lllul 2

Y

If (C12') holds define the operator N by

Nu(t) = L((0), (1) ~ A2)e(t)
— (10, [ gttsabalo). [ Ko aa(r)ards. ).

and similarly prove that N is monotone and (9) holds with b; replaced by ¢;,i =
1,2,3.
So, in each case there exists r > 0 such that whenever ||u||, = r it follows that

< Nu,u »r > 0.

By Lemma 2.4, Nu = 0 has solutions in B,; that is, there exists u € L?(I, H) such
that x € S(u). It is obvious that x(T) = z and z(t9) = x¢. Hence the proof is
completed.

Theorem 4.2. Under the conditions of Theorem 4.1, system (2) is null controllable
on D(A).

Proof. Let z(t) = tt 405”07 zg € D(A), t1 € [to,T]. Using almost the same
method as in Theorem 4.1, u € L?(I, H) can be found such that x € S(u) with

x(to) = o and z(t1) =0, and the proof follows.
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5. EXAMPLE

Consider the following nonlinear distributed-parameter delay control system

S0+ 2 5 0 (D)

2(y,t — h)sin(z(y,t)) ! 2(y, s)
A+ 0+ o) +/0 [(1+t)(1+t2)2(1+3)2

1 s z(y, ) R
+(1+t)(1+t2)/0 sy o) (10)
z(y,t) = 0 on 90 x (IU][-h,0]),
2(y,0) = 20(y) fory € Q.

Here I = [0,7] and Q is a bounded open set in R. Let 6(t) = ¢t — h,h > 0 and
p: I xQ — R be such that
: (1) py,t) > ec>0forevery ye Q, tel,
: (ii) p is Lipschitz with respect to t, continuously differentiable with respect
to y, and p € L*°.
Let H = L*(Q) and D = H?(Q) N HZ(2). Then D is dense in H. Define the
linear operators A(t): D C H — H, for each t € I, by

- 0z ., Ov
< Alt)z,v = = /— (= dy, for z,v e D.
0= =3 [ vl

Let
f(t,x(él(t)),/t g(t,s,x(ég(s)),/tsk(S,T,CL'((Sg(T)))dT)dS
x(t — h) sin(x(t)) /t [ x(s)
A+00+2) ), [0rna+erits)ye
1 * x(7) :1:
+(1+t>(1+zs2)/0 (+s)i+n° dr ds
then,
. 1 o
If(t, 2, )| = ||m($3m$+1)”
<l + —— ]
- (1+¢?) (1+1)

Then (10) is equivalent to

20 - A=) = 1 (620100, [

to

t

ot 5, 2(65(5)), / (s, 2(83(r))dr)ds u(t)). ¢ > to,
to
z(t) = z9, t<tp.
By the above assumptions, there exist © > 0,k > 0 such that
< —A(t)z,z = = /zn: ( t)Hﬁsz > ullz|?, z€D (11)
) 0 ply, By; Yy=zp ) )

A()z — A(s)z|| < k|t —slllz]|, =€ D. (12)
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Note that if ¢ > 0, then (11) and (12) can be obtained from the Poincare inequal-
ity; if ¢ = 0, then take p = 0. So, A satisfies conditions (C8), and A(t) generates a
strongly continuous compact evolution operator system FE(t,s). Since all the con-
ditions of Theorem (3.3) is satisfied and hence (10) is approximately controllable.
Similarly, if conditions (C2),(C3) and (C11) hold, then Theorem (4.1) implies that
(10) will be approximately controllable.
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