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#### Abstract

In this paper, we aim to show how one can obtain so far unknown Laplace transforms of three rather general cases of generalized hypergeometric function ${ }_{2} F_{2}(a, b ; c, d ; x)$ by employing generalizations of Gauss's second summation theorem, Bailey's summation theorem and Kummer's summation theorem obtained earlier by Lavoie, Grondin and Rathie. The results established here may be useful in theoretical physics, engineering and mathematics.


## 1. Introduction

The Generalized hypergeometric function ${ }_{p} F_{q}$ which is a natural generalization of Gauss's hypergeometric function ${ }_{2} F_{1}$ with $p$ numerator parameters and $q$ denominator parameters is defined by (Rainville [1])

$$
{ }_{p} F_{q}\left(\begin{array}{c}
a_{1}, \ldots, a_{p}  \tag{1}\\
b_{1}, \ldots, b_{q}
\end{array} ; x\right)={ }_{p} F_{q}\left(a_{1}, \ldots, a_{p} ; b_{1}, \ldots, b_{q} ; x\right)=\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n}, \ldots,\left(a_{p}\right)_{n}}{\left(b_{1}\right)_{n}, \ldots,\left(b_{q}\right)_{n}} \frac{x^{n}}{n!},
$$

where $(a)_{n}$ denotes the well-known Pochhammer symbol (or the shifted or the raised factorial, since $(1)_{n}=n!$ ) defined for any complex number $a$ by (see, for details, [2]; see also [3])

$$
\begin{array}{rlr}
(a)_{n} & :=\frac{\Gamma(a+n)}{\Gamma(a)} \quad\left(a \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-}\right) \\
& = \begin{cases}1 & (n=0 ; a \in \mathbb{C} \backslash\{0\}) \\
a(a+1) \cdots(a+n-1) & (n \in \mathbb{N} ; a \in \mathbb{C})\end{cases} \tag{2}
\end{array}
$$

The series (1) converges for all $|z|<\infty$ if $p \leq q$ and for $|z|<1$ if $p=q+1$ while it is divergent for all $z, z \neq 0$ if $p>q+1$. When $|z|=1$ with $p=q+1$, the series (1) converges absolutely if $\operatorname{Re}\left(\sum_{j=1}^{q} b_{j}-\sum_{j=1}^{p} a_{j}\right)>0$ conditionally convergent if $-1<\operatorname{Re}\left(\sum_{j=1}^{q} b_{j}-\sum_{j=1}^{p} a_{j}\right) \leq 0, z \neq 1$ and divergent if $\operatorname{Re}\left(\sum_{j=1}^{q} b_{j}-\sum_{j=1}^{p} a_{j}\right) \leq-1$.

[^0]It should be remarked here that whenever hypergeometric function ${ }_{2} F_{1}$ or generalized hypergeometric function ${ }_{p} F_{q}$ reduce to gamma function, the results are very important from the applications point of view. Thus the classical summation theorems such as those of Gauss, Gauss second, Bailey and Kummer for the series ${ }_{2} F_{1}$; Watson, Dixon, Whipple and Saalschütz for the series ${ }_{3} F_{2}$ and others play important role. Recently some authors established certain integral transforms and fractional integral Formulas for the extended hypergeometric functions (see [13] and [14]).

During 1992-96, in a series of three research papers, Lavoie et al. ([4], [5],[6]) have generalized the above mentioned classical summation theorems and obtained a large number of very interesting special as well as limiting cases of their results.

However, in our present investigations, we shall mention below the generalizations of Gauss's second summation theorem,Bailey's summation theorem and Kummer's summation theorem.
Theorem 1. Generalization of Gauss's second summation theorem ([6])

$$
\begin{align*}
& \quad{ }_{2} F_{1}\left(\begin{array}{c}
a, b \\
\frac{1}{2}(a+b+i+1)
\end{array} ; \frac{1}{2}\right)=\frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{a}{2}+\frac{b}{2}+\frac{i}{2}+\frac{1}{2}\right) \Gamma\left(\frac{a}{2}-\frac{b}{2}-\frac{i}{2}+\frac{1}{2}\right)}{\Gamma\left(\frac{a}{2}-\frac{b}{2}+\frac{|i|}{2}+\frac{1}{2}\right)}  \tag{3}\\
& \quad \times\left\{\frac{A_{i}(a, b)}{\Gamma\left(\frac{a}{2}+\frac{1}{2}\right) \Gamma\left(\frac{b}{2}+\frac{i}{2}+\frac{1}{2}-\left[\frac{1+i}{2}\right]\right)}+\frac{B_{i}(a, b)}{\Gamma\left(\frac{a}{2}\right) \Gamma\left(\frac{b}{2}+\frac{i}{2}-\left[\frac{i}{2}\right]\right)}\right\} \\
& \text { for } i=0, \pm 1, \pm 2, \pm 3, \pm 4, \pm 5 .
\end{align*}
$$

Theorem 2. Generalization of Bailey's summation theorem ([6])

$$
\begin{align*}
& { }_{2} F_{1}\left(\begin{array}{c}
a, 1-a+i \\
b
\end{array} ; \frac{1}{2}\right)=\frac{\Gamma\left(\frac{1}{2}\right) \Gamma(b) \Gamma(1-a)}{2^{b-i-1} \Gamma\left(1-a+\frac{|i|}{2}+\frac{i}{2}\right)} \\
& \times\left\{\frac{C_{i}(a, b)}{\Gamma\left(\frac{b}{2}-\frac{a}{2}+\frac{1}{2}\right) \Gamma\left(\frac{b}{2}+\frac{a}{2}-\left[\frac{1+i}{2}\right]\right)}+\frac{D_{i}(a, b)}{\Gamma\left(\frac{b}{2}-\frac{a}{2}\right) \Gamma\left(\frac{b}{2}+\frac{a}{2}-\frac{1}{2}-\left[\frac{i}{2}\right]\right)}\right\} \tag{4}
\end{align*}
$$

for $i=0, \pm 1, \pm 2, \pm 3, \pm 4, \pm 5$.
Theorem 3. Generalization of Kummer's summation theorem ([6])

$$
\begin{align*}
& { }_{2} F_{1}\left(\begin{array}{c}
a, b \\
1+a-b+i
\end{array} ;-1\right)=\frac{2^{-a} \Gamma\left(\frac{1}{2}\right) \Gamma(1-b) \Gamma(1+a-b+i)}{\Gamma\left(1-b+\frac{|i|}{2}+\frac{i}{2}\right)} \\
& \times\left\{\frac{E_{i}(a, b)}{\Gamma\left(\frac{a}{2}-b+\frac{i}{2}+1\right) \Gamma\left(\frac{a}{2}+\frac{i}{2}+\frac{1}{2}-\left\lfloor\frac{1+i}{2}\right\rfloor\right)}+\frac{F_{i}(a, b)}{\Gamma\left(\frac{a}{2}-b+\frac{i}{2}+\frac{1}{2}\right) \Gamma\left(\frac{a}{2}+\frac{i}{2}-\left\lfloor\frac{i}{2}\right\rfloor\right)}\right\} \tag{5}
\end{align*}
$$

for $i=0, \pm 1, \pm 2, \pm 3, \pm 4, \pm 5$.
In all these results, $\lfloor x\rfloor$ denotes the greatest integer less than or equal to $x$ and its modulus is denoted by $|x|$. The coefficient are given in Tables 1-3.

On the other hand, we define the (direct) Laplace transform of a function $f(t)$ of a real variable $t$ as the integral $g(s)$ over a range of complex parameters $s$, whenever this integral exists in the Lebesgue sense by the following integral

$$
\begin{equation*}
g(s)=L\{f(t) ; s\}=\int_{0}^{\infty} e^{-s t} f(t) d t \tag{6}
\end{equation*}
$$

For more details, we refer [7] and [8].
We next mention the following Laplace transform of a generalized hypergeometric function ${ }_{p} F_{q}$ ([9])

$$
\int_{0}^{\infty} e^{-s t} t^{\nu-1}{ }_{p} F_{q}\left(\begin{array}{c}
a_{1}, \ldots, a_{p}  \tag{7}\\
b_{1}, \ldots, b_{q}
\end{array} ; w t\right) d t=\Gamma(\nu) s^{-\nu}{ }_{p+1} F_{q}\left(\begin{array}{c}
\nu, a_{1} \ldots, a_{p} \\
b_{1}, \ldots, b_{q}
\end{array} ; \frac{w}{s}\right)
$$

for $p \leq q$, provided $\operatorname{Re}(\nu)>0$ and $\operatorname{Re}(s)>\max \{\operatorname{Re}(w), 0\}$.
The result (7) can be derived with the help of the well-known formula for Gamma function

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} t^{\alpha-1} d t=\Gamma(\alpha) s^{-\alpha} \tag{8}
\end{equation*}
$$

which is valid when $\operatorname{Re}(s)>0$ and $\operatorname{Re}(\alpha)>0$.
so we prefer to omit the detail. However, here we would like to mention that the interchange of order of integration and summation easily seen to be justified due to the uniform convergence of the series (1).

Now in particular when $p=q=2$, for generalized hypergeometric function we say that its Laplace transform would be

$$
\int_{0}^{\infty} e^{-s t} t^{d-1}{ }_{2} F_{2}\left(\begin{array}{c}
a, b  \tag{9}\\
c, d
\end{array} ; w t\right) d t=\Gamma(d) s^{-d}{ }_{2} F_{1}\left(\begin{array}{c}
a, b \\
c
\end{array} ; \frac{w}{s}\right)
$$

provided $\operatorname{Re}(d)>0$ and $\operatorname{Re}(s)>\max \{\operatorname{Re}(w), 0\}$, which is recorded in [9].
It is not out of place to mention here that the result (9) is the most general case, so it would be of some interest to find, as far as possible, less general cases involving various particular values of the parameters $a, b, c$ and d.Several special cases can be seen in the standard texts in [9], [10] and [11].

We conclude this section by remarking that in the next section we shall mention three new and interesting Laplace transforms which we believe that are not recorded in any standard tables of Laplace transforms.

## 2. New Laplace Transforms of $\operatorname{Special}{ }_{2} F_{2}(a, b ; c, d ; x)$

In this section the following three new general Laplace transforms of special ${ }_{2} F_{2}(a, b ; c, d ; x)$ will be established. These are each for $i=0, \pm 1, \pm 2, \pm 3, \pm 4, \pm 5$.

$$
\begin{align*}
& \int_{0}^{\infty} e^{-s t} t^{d-1}{ }_{2} F_{2}\left(\begin{array}{c}
a, b \\
d, \frac{1}{2}(a+b+i+1)
\end{array} ; \frac{t s}{2}\right) d t=s^{-d} \frac{\Gamma\left(\frac{1}{2}\right) \Gamma(d) \Gamma\left(\frac{a}{2}+\frac{b}{2}+\frac{i}{2}+\frac{1}{2}\right) \Gamma\left(\frac{a}{2}-\frac{b}{2}-\frac{i}{2}+\frac{1}{2}\right)}{\Gamma\left(\frac{a}{2}-\frac{b}{2}+\frac{|i|}{2}+\frac{1}{2}\right)} \\
& \times\left\{\frac{A_{i}(a, b)}{\Gamma\left(\frac{a}{2}+\frac{1}{2}\right) \Gamma\left(\frac{b}{2}+\frac{i}{2}+\frac{1}{2}-\left[\frac{1+i}{2}\right]\right)}+\frac{B_{i}(a, b)}{\Gamma\left(\frac{a}{2}\right) \Gamma\left(\frac{b}{2}+\frac{i}{2}-\left[\frac{i}{2}\right]\right)}\right\} \tag{10}
\end{align*}
$$

provided $\operatorname{Re}(d)>0$ and $\operatorname{Re}(s)>0$ and the coefficient $A_{i}(a, b)$ and $B_{i}(a, b)$ are given in table-1.

$$
\begin{align*}
& \int_{0}^{\infty} e^{-s t} t^{d-1}{ }_{2} F_{2}\left(\begin{array}{c}
a, 1-a+i \\
d, c
\end{array} ; \frac{t s}{2}\right) d t=s^{-d} \frac{\Gamma\left(\frac{1}{2}\right) \Gamma(d) \Gamma(c) \Gamma(1-a)}{2^{c-i-1} \Gamma\left(1-a+\frac{i}{2}+\frac{\lfloor i \mid}{2}\right)}  \tag{11}\\
& \times\left\{\frac{C_{i}(a, c)}{\Gamma\left(\frac{c}{2}-\frac{a}{2}+\frac{1}{2}\right) \Gamma\left(\frac{c}{2}+\frac{a}{2}-\left\lfloor\frac{1+i}{2}\right\rfloor\right)}+\frac{D_{i}(a, c)}{\Gamma\left(\frac{c}{2}-\frac{a}{2}\right) \Gamma\left(\frac{c}{2}+\frac{a}{2}-\frac{1}{2}-\left\lfloor\frac{i}{2}\right\rfloor\right)}\right\}
\end{align*}
$$

provided $\operatorname{Re}(d)>0$ and $\operatorname{Re}(s)>0$ and the coefficient $C_{i}(a, c)$ and $D_{i}(a, c)$ can be easily be obtained from the table- 2 by simply changing $b$ to $c$.

$$
\begin{align*}
& \int_{0}^{\infty} e^{-s t} t^{d-1}{ }_{2} F_{2}\left(\begin{array}{c}
a, b \\
d, 1+a-b+i
\end{array} ;-s t\right) d t=s^{-d} \frac{2^{-a} \Gamma\left(\frac{1}{2}\right) \Gamma(d) \Gamma(1-b) \Gamma(1+a-b+i)}{\Gamma\left(1-b+\frac{i}{2}+\frac{|i|}{2}\right)} \\
& \times\left\{\frac{E_{i}(a, b)}{\Gamma\left(\frac{a}{2}-b+\frac{i}{2}+1\right) \Gamma\left(\frac{a}{2}+\frac{i}{2}+\frac{1}{2}-\left\lfloor\frac{1+i}{2}\right\rfloor\right)}+\frac{F_{i}(a, b)}{\Gamma\left(\frac{a}{2}-b+\frac{i}{2}+\frac{1}{2}\right) \Gamma\left(\frac{a}{2}+\frac{i}{2}-\left\lfloor\frac{i}{2}\right\rfloor\right)}\right\} \tag{12}
\end{align*}
$$

provided $\operatorname{Re}(d)>0$ and $\operatorname{Re}(s)>0$ and the coefficient $E_{i}(a, b)$ and $F_{i}(a, b)$ are given in table-3.

Proofs: The proofs of the results (10) to (12) are quite straight forward. For this, if we set $w=\frac{s}{s}, c=\frac{1}{2}(a+b+i+1)$ and $b=1-a+i$ in (9) each for $i=0, \pm 1, \pm 2, \pm 3, \pm 4, \pm 5$, then the series ${ }_{2} F_{2}\left(\frac{1}{2}\right)$ on the right-hand side of (9) can be summed by using the summation formulas (3) and (4) respectively. We get after some simplification, the results (10) and (11) respectively.

Similarly if we set in $w=-s$ and $c=1+a-b+i$ for $i=0,1,2,3,4,5$ in (9), then the resulting series ${ }_{2} F_{2}(-1)$ on the right-hand side of $(9)$ can be summed by using the summation formula (5) to get the result (12).
2.1. Special Cases. In the results (10), (11) and (12), if we put $d=b, d=a+i$ and $d=b$, then for $i=0, \pm 1, \pm 2, \pm 3, \pm 4, \pm 5$ respectively, we get three general classes of Laplace transforms of Kummer's confluent hypergeometric function ${ }_{1} F_{1}(a ; b ; x)$ obtained recently by Kim et al. [12].

In the result (12), if we put $d=a$, we get the following special case of our result which is also believed to be new.

$$
\begin{align*}
& \int_{0}^{\infty} e^{-s t} t^{a-1}{ }_{1} F_{2}\left(\begin{array}{c}
b \\
1+a-b+i
\end{array} ;-s t\right) d t=s^{-a} \frac{2^{-a} \Gamma\left(\frac{1}{2}\right) \Gamma(a) \Gamma(1-b) \Gamma(1+a-b+i)}{\Gamma\left(1-b+\frac{i}{2}+\frac{|i|}{2}\right)} \\
& \times\left\{\frac{E_{i}(a, b)}{\Gamma\left(\frac{a}{2}-b+\frac{i}{2}+1\right) \Gamma\left(\frac{a}{2}+\frac{i}{2}+\frac{1}{2}-\left\lfloor\frac{1+i}{2}\right\rfloor\right)}+\frac{F_{i}(a, b)}{\Gamma\left(\frac{a}{2}-b+\frac{i}{2}+\frac{1}{2}\right) \Gamma\left(\frac{a}{2}+\frac{i}{2}-\left\lfloor\frac{i}{2}\right\rfloor\right)}\right\} \tag{13}
\end{align*}
$$

for $i=0, \pm 1, \pm 2, \pm 3, \pm 4, \pm 5$
provided $\operatorname{Re}(d)>0$ and $\operatorname{Re}(s)>0$.
Similarly other results can be obtained.

## Table 1

| $i$ | $A_{i}(a, b)$ | $B_{i}(a, b)$ |
| :--- | :--- | :--- |
| 5 | $-(a+b+6)^{2}+\frac{1}{2}(b-a+6)(b+$ | $(a+b+6)^{2}+\frac{1}{2}(b-a+6)(b+a+$ |
|  | $a+6)+\frac{1}{4}(b-a+6)^{2}+11(b+a+$ | $6)-\frac{1}{4}(b-a+6)^{2}-17(b+a+$ |
|  | $6)-\frac{13}{2}(b-a+6)+20$ | $6)-\frac{1}{2}(b-a+6)+62$ |
| 4 | $\frac{1}{2}(a+b+1)(a+b-3)-\frac{1}{4}(b-a+$ | $-2(b+a-1)$ |
|  | $3)(b-a-3)$ |  |
| 3 | $\frac{1}{2}(b-a+4)-(b+a+4)+3$ | $\frac{1}{2}(b-a+4)+(b+a+4)-7$ |
| 2 | $\frac{1}{2}(b+a+3)-2$ | -2 |
| 1 | -1 | 1 |
| 0 | 1 | 0 |
| -1 | 1 | 1 |
| -2 | $\frac{1}{2}(b+a-1)$ | 2 |
| -3 | $\frac{1}{2}(3 a+b-2)$ | $\frac{1}{2}(3 b+a-2)$ |
| -4 | $\frac{1}{2}(a+b-3)(a+b+1)-\frac{1}{4}(b-a-$ | $2(b+a-1)$ |
|  | $3)(b-a+3)$ |  |
| -5 | $(b+a-4)^{2}-\frac{1}{2}(b+a-4)(b-a-$ | $(b+a-4)^{2}+\frac{1}{2}(b+a-4)(b-a-$ |
|  | $4)-\frac{1}{4}(b-a-4)^{2}+4(b+a-4)-$ | $4)-\frac{1}{4}(b-a-4)^{2}+8(b+a-4)-$ |
|  | $\frac{7}{2}(b-a-4)$ | $\frac{1}{2}(b-a-4)+12$ |

## Table 2

| $i$ | $C_{i}(a, b)$ | $D_{i}(a, b)$ |
| :---: | :---: | :---: |
| 5 | $-\left(4 b^{2}-2 a b-a^{2}-22 b+13 a+20\right)$ | $4 b^{2}+2 a b-a^{2}-34 b-a+62$ |
| 4 | $2(b-2)(b-4)-(a-1)(a-4)$ | $-4(b-3)$ |
| 3 | $a-2 b+3$ | $a+2 b-7$ |
| 2 | $b-2$ | -2 |
| 1 | -1 | 1 |
| 0 | 1 | 0 |
| -1 | 1 | 1 |
| -2 | $b$ | 2 |
| -3 | $2 b-a$ | $a+2 b+2$ |
| -4 | $2 b(b+2)-a(a+3)$ | $4(b+1)$ |
| -5 | $4 b^{2}-2 a b-a^{2}+8 b-7 a$ | $4 b^{2}+2 a b-a^{2}+16 b-a+12$ |

## Table 3

| $i$ | $E_{i}(a, b)$ | $F_{i}(a, b)$ |
| :--- | :--- | :--- |
| 5 | $-4(6+a-b)^{2}+2 b(6+a-b)+$ | $4(6+a-b)^{2}+2 b(6+a-b)-b^{2}-$ |
|  | $b^{2}-22(6+a-b)-13 b-20$ | $34(6+a-b)-b+62$ |
| 4 | $2(a+b-3)(a-b+1)-(b-1)(b-4)$ | $-4(a-b+2)$ |
| 3 | $3 b-2 a-5$ | $2 a-b+1$ |
| 2 | $1+a-b$ | -2 |
| 1 | -1 | 1 |
| 0 | 1 | 0 |
| -1 | 1 | 1 |
| -2 | $a-b-1$ | 2 |
| -3 | $2 a-3 b-4$ | $2 a-b-2$ |
| -4 | $2(a-b-3)(a-b-1)-b(b+3)$ | $4(a-b-2)$ |
| -5 | $4(a-b-4)^{2}-2 b(a-b-4)-b^{2}+$ | $4(a-b-4)^{2}+2 b(a-b-4)-b^{2}+$ |
|  | $8(a-b-4)-7 b$ | $16(a-b-4)-b+12$ |
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