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Abstract. This paper deals with the existence of mild solutions for impulsive
fractional order stochastic integro-differential inclusions with state-dependent
delay. The existence result is obtained by using a fixed point technique on a

Hilbert space. An illustrating example is presented.

1. Introduction

Fractional-order models are found to be more adequate than integer-order mod-
els in some real world problems as fractional derivatives provide an excellent tool
for the description of memory and hereditary properties of various materials and
processes. The mathematical modeling of systems and processes in the fields of
physics, chemistry, aerodynamics, electrodynamics of complex medium, polymer
rheology, etc., involves derivatives of fractional order. With regard to this matter,
we refer the reader to [1, 2, 7, 13, 20, 23, 25, 33, 35].

The theory of impulsive differential equations of integer order has found exten-
sive applications in realistic mathematical modeling of a wide variety of practical
situations and has emerged as an important area of investigation in recent years.
For the general theory and applications of impulsive differential equations, we refer
the reader to the references [3, 4, 5, 6, 8, 9, 24, 32, 34].

However, on the one hand, there has been an increasing interest in extending
certain classical deterministic results to stochastic differential equations. This is
due to the fact that most problems in a real life situation to which mathematical
models are applicable are basically stochastic rather than deterministic. Stochastic
differential equations arise naturally in characterizing many problems in physics,
biology, mechanics and so on; see [10, 15, 29] and the references therein. Recently,
Lin and Hu [27] proved existence results for impulsive neutral stochastic functional
integro-differential inclusions with nonlocal initial conditions, whereas Guendouzi
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and Benzatout [16] investigated the existence of solutions for fractional partial neu-
tral stochastic functional integro-differential inclusions with state-dependent delay
and analytic resolvent operators. In [36], Yan and Zhang studied the existence of
solutions to impulsive fractional partial neutral stochastic integro-differential inclu-
sions with state-dependent delay.

Motivated by the above literature, the aim of this work is to establish the
existence of mild solutions for a class of impulsive fractional stochastic integro-
differential inclusions with state-dependent delay in a Hilbert space described by
the form

CDq
tx(t) ∈ Ax(t) +

∫ t

0

a(t, s)F (s, xρ(s,xs), x(s))dw(s), t ∈ Jk = (tk, tk+1], k = 0, 1, . . . ,m,

∆x(tk) = Ik(x(t
−
k )), k = 1, 2, . . . ,m,

x0 = ϕ ∈ B, t ∈ (−∞, 0],

(1.1)

where CDq
t is the Caputo fractional derivative of order 0 < q < 1. The operator

A generates a compact and uniformly bounded linear semigroup {S(t)}t≥0 on a
Hilbert space (H, ∥ · ∥). The time history xt : (−∞, 0] → H given by xt(θ) =
x(t+θ) belongs to some abstract phase space B defined axiomatically. The function
F : [0, T ] × B × H −→ P(L(K,H)) is a multivalued map, ρ : J × B → (−∞, T ],
a : D → R, (D = {(t, s) ∈ [0, T ] × [0, T ] : t ≥ s}). Let K be another separable
Hilbert space with inner product (·, ·)K and norm ∥ · ∥K . Suppose {w(t) : t ≥
0} is a given K-valued Brownian motion or Wiener process with a finite trace
nuclear covariance operatorQ > 0 defined on a complete probability space (Ω,F , P )
equipped with a normal filtration {Ft}t≥0, which is generated by the Wiener process
w. The initial data ϕ = {ϕ(t), t ∈ (−∞, 0]} is an F0-adapted, B-valued random
variable independent of the Wiener process w with finite second moment. Here,
0 = t0 < t1 < · · · < tm < tm+1 = T, Ik : H → H, k = 1, 2, . . . ,m, are given maps,
∆x(tk) = x(t+k ) − x(t−k ), x(t

+
k ) = lim

h→0
x(tk + h) and x(t−k ) = lim

h→0
x(tk − h) denote

the right and the left limit of x(t) at t = tk, respectively, and ϕ ∈ B.

2. Preliminaries

In this section, we introduce some basic definitions, notation and lemmas which
are used throughout this paper.

Let H and K be two separable Hilbert spaces and L(K,H) denotes the space
of all bounded linear operators from K into H. For convenience, we will use the
same notation ∥ · ∥ to denote the norms in H,K and L(K,H), and use (·, ·) to
denote the inner product of H and K without any confusion. Let (Ω,F , P ) be
a complete filtered probability space satisfying that F0 contains all P -null sets
of F . Let w = (wt)t≥0 be a Q-Wiener process defined on (Ω,F , P ) with the
covariance operator Q such that TrQ <∞. We assume that there exists a complete
orthonormal system {ek}k≥1 inK, a bounded sequence of nonnegative real numbers
λk such that Qek = λkek, k = 1, 2, . . ., and a sequence of independent Brownian
motions {βk}k≥1 such that

(w(t), e)K =
∞∑
k=1

√
λk(ek, e)Kβk(t), e ∈ K, t ≥ 0.
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Let ψ ∈ L(K,H) and define

∥ψ∥2Q = Tr(ψQψ∗) =

∞∑
n=1

∥
√
λnψen∥2.

If ∥ψ∥ <?∞, then ψ is called a Q-Hilbert Schmidt operator. Let LQ(K,H) de-
note the space of all Q-Hilbert-Schmidt operators ψ. The completion LQ(K,H) of
L(K,H) with respect to the topology induced by the norm ∥ · ∥Q where ∥ψ∥2Q =

(ψ,ψ) is a Hilbert space with the above norm topology. The collection of all
strongly measurable, square integrable, H-valued random variables, denoted by
L2(Ω,H) is a Banach space equipped with norm ∥x(·)∥L2 = (E∥x(·, w)∥2) 1

2 , where
the expectation, E is defined by Ex =

∫
Ω
x(w)dP . Let C(J, L2(Ω,H)) be the Ba-

nach space of all continuous maps from J into L2(Ω,H) satisfying the condition
sup0≤t≤T E∥x(t)∥2 < ∞. Let L0

2(Ω, H) denote the family of all F0-measurable,
H-valued random variables x(0).
Br(x,H) represents the closed ball in H with the center at x and the radius r.
Denote by P(H) the family of all nonempty subsets of H. Let Pcl(H) = {Y ∈

P(H) : Y closed}, Pb(H) = {Y ∈ P(H) : Y bounded}, Pcp(H) = {Y ∈ P(H) : Y
compact}, Pcp,c(H) = {Y ∈ P(H) : Y compact, convex}, Pcd(H) = {Y ∈ P(H) : Y
compact-acyclic }.

A multivalued map G : H → P(H) is convex (closed) valued if G(H) is convex
(closed) for all x ∈ H. G is bounded on bounded sets if G(B) = ∪x∈BG(x) is
bounded in H for all B ∈ Pb(H) (i.e. sup

x∈B
{sup{∥y∥ : y ∈ G(x)}} <∞).

G is called upper semi-continuous (u.s.c.) on H if for each x0 ∈ H the set G(x0)
is a nonempty, closed subset of X, and if for each open set U of H containing G(x0),
there exists an open neighborhood V of x0 such that G(V ) ⊆ U.
G is said to be completely continuous if G(B) is relatively compact for every

B ∈ Pb(H). If the multivalued map G is completely continuous with nonempty
compact values, then G is u.s.c. if and only if G has a closed graph (i.e. xn −→
x∗, yn −→ y∗, yn ∈ G(xn) imply y∗ ∈ G(x∗)).
For more details on multivalued maps see the books of Deimling [12], Górniewicz
[14] and Hu and Papageorgiou [22].

Definition 2.1. ([10]). We call S ⊂ Ω a P -null set if there is B ∈ F such that
S ⊆ B and P (B) = 0.

Definition 2.2. ([10]). A stochastic process {x(t) : t ≥ 0} in a real separable
Hilbert space H is a Wiener process if for each t ≥ 0,

: (i) x(t) has continuous sample paths and independent increments.
: (ii) x(t) ∈ L2(Ω,H) and E(x(t)) = 0.
: (iii) Cov(w(t) − w(s)) = (t − s)Q, where Q ∈ L(K,H) is a nonnegative

nuclear operator.

Definition 2.3. ([10]). Brownian motion is a continuous adapted real-valued pro-
cess x(t), t ≥ 0 such that

: (i) x(0) = 0.
: (ii) x(t)− x(s) is independent of Fs for all 0 ≤ s < t.
: (iii) x(t)− x(s) is N(0, t− s)-distributed for all 0 ≤ s ≤ t.

Definition 2.4. ([10]). The process x is F0-adapted if each x(0) is measurable
with respect to F0.
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Definition 2.5. Let α > 0 and f : R+ → E be in L1(R+, E). Then the Riemann-
Liouville integral is given by:

Iαt f(t) =
1

Γ(α)

∫ t

0

f(s)

(t− s)1−α
ds.

For more details on the Riemann-Liouville fractional derivative, we refer the
reader to [11].

Definition 2.6. ([31]). The Caputo derivative of order α for a function f :
[0,+∞) → R can be written as

Dα
t f(t) =

1

Γ(n− α)

∫ t

0

f (n)(s)

(t− s)α+1−n
ds = In−αf (n)(t), t > 0, n− 1 ≤ α < n.

If 0 ≤ α < 1, then

Dα
t f(t) =

1

Γ(1− α)

∫ t

0

f ′(s)

(t− s)α
ds.

Obviously, The Caputo derivative of a constant is equal to zero.

In this paper, we will employ an axiomatic definition for the phase space B
which is similar to those introduced by Hale and Kato [17]. Specifically, B will be
a linear space of F0-measurable functions mapping (−∞, 0] into H endowed with
a seminorm ∥ · ∥B, and satisfies the following axioms:

(A1): If x : (−∞, T ] −→ H is such that x0 ∈ B, then for every t ∈ J,
xt ∈ B and

∥x(t)∥ ≤ C∥xt∥B, (2.1)

where C > 0 is a constant.
(A2): There exist a continuous function C1(t) > 0 and a locally bounded
function C2(t) ≥ 0 in t ≥ 0 such that

∥xt∥B ≤ C1(t) sup
s∈[0,t]

∥x(s)∥+ C2(t)∥x0∥B, (2.2)

for t ∈ [0, T ] and x as in (A1).
(A3): The space B is complete.

Remark 2.7. Condition (2.1) in (A1) is equivalent to ∥ϕ(0)∥ ≤ C∥ϕ∥B, for all
ϕ ∈ B.

Example 2.8. The phase space Cr × Lp(g,X).
Let r ≥ 0, 1 ≤ p < ∞, and let g : (−∞,−r) → R be a nonnegative measurable

function which satisfies the conditions (g − 5), (g − 6) in the terminology of [21].
Briefly, this means that g is locally integrable and there exists a nonnegative, locally
bounded function Λ on (−∞, 0], such that g(ξ + θ) ≤ Λ(ξ)g(θ), for all ξ ≤ 0 and
θ ∈ (−∞,−r)\Nξ, where Nξ ⊆ (−∞,−r) is a set with Lebesgue measure zero.

The space Cr × Lp(g,X) consists of all classes of functions φ : (−∞, 0] → X,
such that φ is continuous on [−r, 0], Lebesgue-measurable, and g∥φ∥p on (−∞,−r).
The seminorm in ∥ · ∥B is defined by

∥φ∥B = sup
θ∈[−r,0]

∥φ(θ)∥+
(∫ −r

−∞
g(θ)∥φ(θ)∥pdθ

) 1
p

.
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The space B = Cr × Lp(g,X) satisfies axioms (A1), (A2), (A3). Moreover,
for r = 0 and p = 2, this space coincides with C0 × L2(g,X),H = 1,M(t) =

Λ(−t) 1
2 ,K(t) = 1+

(∫ 0

−r
g(τ)dτ

) 1
2

, for t ≥ 0 (see [21], Theorem 1.3.8 for details).

The next result is a consequence of the phase space axioms.

Lemma 2.9. If x : (−∞, T ] → H be an Ft-adapted measurable process such that
the F0-adapted process x0 = ϕ(t) ∈ L2

0(Ω,B), then
∥xs∥B ≤ C∗

2E∥ϕ∥B + C∗
1 sup
0≤s≤T

E∥x(s)∥,

where C∗
1 = sup{C1(t) : 0 ≤ t ≤ T}, C∗

2 = sup{C2(t) : 0 ≤ t ≤ T}.

Definition 2.10. The multivalued map F : J × B ×H −→ P(L(K,H)) is said to
be Carathéodory if

(i) t 7−→ F (t, x, y) is measurable for each (x, y) ∈ B ×H;
(ii) (x, y) 7−→ F (t, x, y) is upper semicontinuous for almost all t ∈ J.

Definition 2.11. Let G : H → Pbd,cl(H) be a multi-valued map. Then G is called
a multi-valued contraction if there exists a constant γ ∈ [0, 1) such that for each
x, y ∈ H we have

Hd(G(x), G(y)) ≤ γ∥x− y∥.
The constant γ is called a contraction constant of G.

Lemma 2.12. ([18, 37]). Suppose b ≥ 0, α > 0 and a(t) is a nonnegative func-
tion locally integrable on 0 ≤ t < T (for some T ≤ +?∞), and suppose u(t) is
nonnegative and locally integrable on 0 ≤ t < T with

u(t) ≤ a(t) + b?

∫ t

0

(t− s)α−1u(s)ds

on this interval; then

u(t) ≤ a(t)+?

∫ t

0

[ ∞∑
n=1

(bΓ(α))
n

Γ(nα)
(t− s)nα−1a(s)

]
ds.

Let SF,x be a set defined by

SF,x = {v ∈ L2(J, L(K,H)) : v(t) ∈ F (t, xρ(t,xt), x(t)) a.e. t ∈ J}.

Lemma 2.13. ([26]). Let H be a Hilbert space. Let F : J×B×H −→ Pcp,c(L(K,H))
be an L2-Carathéodory multivalued map and let Ψ be a linear continuous mapping
from L2(J,H) to C(J,H), then the operator

Ψ ◦ SF : C(J,H) −→ Pcp,c(C(J,H)),

x 7−→ (Ψ ◦ SF )(x) := Ψ(SF,x)

is a closed graph operator in C(J,H)× C(J,H).

Now we have a nonlinear alternative of Leray-Schauder type for multivalued
maps due to O’Regan.

Theorem 2.14. ([30]). Let H be a Hilbert space with V an open, convex subset of
H and y0 ∈ H. Suppose the following hold:

(a): Φ : V → Pcd(H) has closed graph, and
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(b): Φ : V → Pcd(H) is a condensing map with Φ(V ) a subset of a bounded
set in H.

Then either

(i): Φ has a fixed point in V , or
(ii): There exist y ∈ ∂V and λ ∈ (0, 1) with y ∈ λΦ(y) + (1− λ){y0}.

Now we consider the space

DT =
{
x : (−∞, T ] → H such that x|Jk

∈ C(Jk,H) and there exist

x(t+k ) and x(t
−
k ) with x(tk) = x(t−k ), x0 = ϕ, k = 1, 2, . . . ,m

}
,

where x|Jk
is the restriction of x to Jk = (tk, tk+1], k = 1, 2, . . . ,m. Set ∥ · ∥T to be

a seminorm in DT defined by

∥x∥DT
= sup

s∈[0,T ]

E(∥x(s)∥2) 1
2 + ∥ϕ∥B, x ∈ DT .

3. Main results

In this section we shall present and prove our main result.

Definition 3.1. An Ft-adapted stochastic process x : (−∞, T ] → H is called a mild
solution of system (1.1) if the following hold: x0 = ϕ ∈ B on (−∞, ?0],∆x(tk) =
Ik(x(t

−
k )), k = 1, 2, . . . ,m, the restriction of x(·) to the interval Jk, (k = 0, 1, . . . ,m)

is continuous and there exists v(·) ∈ L2(Jk, L(K,H)), such that v(t) ∈ F (t, xρ(t,xt), x(t)) a.e.
t ∈ [0, T ], and x(t) satisfies the following fractional integral equation

x(t) =



ϕ(t), t ∈ (−∞, 0];

−Q(t)ϕ(0) +

∫ t

0

∫ s

0

R(t− s)a(s, τ)v(τ)dw(τ)ds

+
∑

0<tk<t

Q(t− tk)Ik(x(t
−
k )), t ∈ J ,

(3.1)

where

Q(t) =

∫ ∞

0

ξq(σ)S(t
qσ)dσ, R(t) = q

∫ ∞

0

σtq−1ξq(σ)S(t
qσ)dσ

and for σ ∈ (0,∞),

ξq(σ) =
1

q
σ−1− 1

qϖq(σ
− 1

q ) ≥ 0,

ϖq(σ) =
1

π

∞∑
n=1

(−1)n−1σ−qn−1Γ(nq + 1)

n!
sin(nπq).

Here, ξq is a probability density function defined on (0,∞) [28], that is,

ξq(σ) ≥ 0, σ ∈ (0,∞) and

∫ ∞

0

ξq(σ)dσ = 1.

It is not difficult to verify that∫ ∞

0

σξq(σ)dσ =
1

Γ(1 + q)
.
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Remark 3.2. Note that {S(t)}t≥0 is a uniformly bounded semigroup, i.e.,

there exists a constant M > 0 such that ∥S(t)∥ ≤M for all t ∈ [0, T ].

Remark 3.3. Note that

∥R(t)∥ ≤ Cq,M t
q−1, t > 0, (3.2)

where Cq,M =
qM

Γ(1 + q)
.

Set

R(ρ−) = {ρ(s, φ) : (s, φ) ∈ J × B, ρ(s, φ) ≤ 0}.

We always assume that ρ : J × B → (−∞, T ] is continuous. Additionally, we
introduce the following hypothesis:

(Hφ) The function t → φt is continuous from R(ρ−) into B and there exists a
continuous and bounded function Lϕ : R(ρ−) → (0,∞) such that

∥ϕt∥B ≤ Lϕ(t)∥ϕ∥B for every t ∈ R(ρ−).

Remark 3.4. The condition (Hφ), is frequently satisfied by functions continuous
and bounded. For more details, see for instance [21].

Lemma 3.5. [19] If x : (−∞, T ] → H is a function such that x0 = ϕ, then

∥xs∥B ≤ (C∗
2 + Lϕ)∥ϕ∥B + C∗

1 sup{|y(θ)|; θ ∈ [0,max{0, s}]}, s ∈ R(ρ−) ∪ J,

where Lϕ = sup
t∈R(ρ−)

Lϕ(t).

Further we impose the following conditions.

(H1) The multivalued map F : J×B×X −→ Pb,cl,cv(L(K,H)) is Carathéodory.
(H2) There exists a function µ ∈ L1(J,R+) such that

∥F (t, φ, ψ)∥2H ≤ µ(t)
(
∥φ∥2B + E∥ψ∥2H

)
, for any (φ,ψ) ∈ B ×H.

(H3) There exist constants dk > 0, k = 1, 2, . . . ,m, such that

E∥Ik(x)− Ik(y)∥2H ≤ dkE∥x− y∥2H , for each x, y ∈ H,

with

M2
m∑

k=1

d2k < 1. (3.3)

(H4) For each t ∈ J , a(t, s) is measurable on [0, t] and a(t) = esssup{|a(t, s)|, 0 ≤
s ≤ t} is bounded on J. The map t→ at is continuous from J to L∞(J,R),
here, at(s) = a(t, s).

Set

a = sup
t∈J

a(t).

Theorem 3.6. Suppose that (Hφ) and (H1)− (H4) hold. Then the problem (1.1)
has at least one mild solution on J .
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Proof. Let ϕ : (−∞, T ] −→ H be the extension of ϕ to (−∞, T ] such that ϕ(θ) =
ϕ(0) = 0 on J. Consider the space Y = {x : (−∞, T ] → H,x0 = 0, x|J ∈ DT }
endowed with the uniform convergence topology and define the multi-valued map
Φ : Y → P(Y ) by Φ(h) = {h ∈ Y } with

h(t) = −Q(t)ϕ(0) +

∫ t

0

∫ s

0

R(t− s)a(s, τ)v(τ)dw(τ)ds+
∑

0<tk<t

Q(t− tk)Ik(x(t
−
k )), t ∈ J.

Now we shall show that the operator N satisfies all conditions of Theorem 2.14.
For better readability, we break the proof into some steps.
Step 1: Φ has a closed graph.

Let xn → x∗, hn ∈ Φ(xn), and hn → h∗. We shall show that h∗ ∈ Φ(x∗). Now,
hn ∈ Φ(xn) means that there exists vn ∈ SF,xnρ such that

hn(t) = −Q(t)ϕ(0)+

∫ t

0

∫ s

0

R(t−s)a(s, τ)vn(τ)dw(τ)ds+
∑

0<tk<t

Q(t−tk)Ik(xn(t−k )), t ∈ J.

We must prove that there exists v∗ ∈ SF,x∗ρ such that

h∗(t) = −Q(t)ϕ(0)+

∫ t

0

∫ s

0

R(t−s)a(s, τ)v∗(τ)dw(τ)ds+
∑

0<tk<t

Q(t−tk)Ik(x∗(t−k )), t ∈ J.

Consider the linear and continuous operator Υ : L2(J,H) −→ C(J,H) defined by

(Υv)(t) =

∫ t

0

∫ s

0

R(t− s)a(s, τ)v(s)dw(τ)ds.

We have∥∥∥∥∥
(
hn(t) +Q(t)ϕ(0)−

∑
0<tk<t

Q(t− tk)Ik(xn(t
−
k ))

)

−

(
h∗(t) +Q(t)ϕ(0)−

∑
0<tk<t

Q(t− tk)Ik(x∗(t
−
k ))
)∥∥∥∥∥ = ∥hn(t)− h∗(t)∥ → 0, as n→ ∞.

From Lemma 2.13 it follows that Υ ◦ SF is a closed graph operator and from the
definition of Υ one has

hn(t) +Q(t)ϕ(0)−
∑

0<tk<t

Q(t− tk)Ik(xn(t
−
k )) ∈ Υ(SF,xnρ).

As xn → x∗ and hn → h∗, there is a v∗ ∈ SF,x∗ρ such that

h∗(t)+Q(t)ϕ(0)−
∑

0<tk<t

Q(t− tk)Ik(x∗(t−k )) =
∫ t

0

∫ s

0

R(t−s)a(s, τ)v∗(s)dw(τ)ds.

Hence Φ has a closed graph.
Step 2: We show that the operator Φ is condensing. For this purpose, we decom-
pose Φ as Φ1 +Φ2, where the map Φ1 : V → P(Y ) is defined by Φ1(x) = {h1 ∈ Y }
with

h1(t) = −Q(t)ϕ(0) +
∑

0<tk<t

Q(t− tk)Ik(x(t
−
k )), t ∈ J,

and the map Φ2 : V → P(Y ) be defined by Φ2(x) = {h2 ∈ Y } with

h2(t) =

∫ t

0

∫ s

0

R(t− s)a(s, τ)v(s)dw(τ)ds, t ∈ J.
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First, we show that the operator Φ1 is a contraction, and second, we prove that
Φ2 is a completely continuous operator. This will be given in several claims.
Claim 1. Φ1 is a contraction on Y . Let x, x∗ ∈ Y and h1 ∈ Φ1(x). From (H3), it
follows that

E∥h1(t)− h∗1(t)∥2 ≤
∑

0<tk<t

E∥Q(t− tk)Ik(x(t
−
k ))− Ik(x

∗(t−k ))∥
2

≤ M2
∑

0<tk<t

E∥Ik(x(t−k ))− Ik(x
∗(t−k ))∥

2

≤ M2
m∑

k=1

d2kE∥x(t−k )− x∗(t−k )∥
2

≤ M2
m∑

k=1

d2kE∥x− x∗∥2.

Taking the supremum over t,

∥h1 − h∗1∥2Y ≤M2
m∑

k=1

d2k∥x− x∗∥2Y .

By (3.3), the mapping Φ1 is a contraction.
Claim 2. Φ2 is convex for each x ∈ V .

Indeed, if h12 and h22 belong to Φ2, then there exist v1, v2 ∈ SF,xρ such that, for
t ∈ J, we have

hi2(t) =

∫ t

0

∫ s

0

R(t− s)a(s, τ)vi(τ)dw(τ)ds, i = 1, 2.

Let d ∈ [0, 1]. Then for each t ∈ J, we have

dh12(t) + (1− d)h22(t) =

∫ t

0

∫ s

0

R(t− s)a(s, τ) [dv1(τ) + (1− d)v2(τ)] dw(τ)ds.

Since SF,xρ is convex (because F has convex values), we have

dh12 + (1− d)h22 ∈ Φ2.

Claim 3. Φ2(V ) is completely continuous. We begin by showing Φ2(V ) is equicon-
tinuous.
Let h2 ∈ Φ2(x) for x ∈ V and let τ1, τ2 ∈ [0, T ], with τ1 < τ2, we have

E∥h2(τ2)− h2(τ1)∥2

≤ 2E

∥∥∥∥∫ τ1

0

∫ s

0

[R(τ2 − s)−R(τ1 − s)]a(s, τ)v(τ)dw(τ)ds

∥∥∥∥2
+2E

∥∥∥∥∫ τ2

τ1

∫ s

0

R(τ2 − s)a(s, τ)v(τ)dw(τ)ds

∥∥∥∥2
≤ 2a2Tr(Q)

∫ τ1

0

∫ s

0

∥R(τ2 − s)−R(τ1 − s)∥2µ(τ)
(
∥xρ(τ, xτ )∥2B + E∥x(τ)∥2H

)
dτds

+2a2Tr(Q)C2
q,M

∫ τ2

τ1

∫ s

0

((τ2 − s))2(q−1)µ(τ)
(
∥xρ(τ, xτ )∥2B + E∥x(τ)∥2H

)
dτds

≤ 2a2Tr(Q)

∫ τ1

0

∫ s

0

∥R(τ2 − s)−R(τ1 − s)∥2µ(τ)
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×
[
2((C∗

2 + Lϕ)∥ϕ∥B)2 + 2C∗
1 supE∥x(τ)∥2H + E∥x(τ)∥2H

]
dτds

+2a2Tr(Q)C2
q,M

∫ τ2

τ1

∫ s

0

(τ2 − s)2(q−1)µ(τ)

×
[
2((C∗

2 + Lϕ)∥ϕ∥B)2 + 2C∗
1 supE∥x(τ)∥2H + E∥x(τ)∥2H

]
dτds

≤ 2a2Tr(Q)
[
2(C∗

2 + Lϕ)2∥ϕ∥2B + (2C∗
1 + 1)r2

] ∫ τ1

0

∫ s

0

∥R(τ2 − s)−R(τ1 − s)∥2µ(τ)dτds

+2a2Tr(Q)C2
q,M

[
2(C∗

2 + Lϕ)2∥ϕ∥2B + (2C∗
1 + 1)r2

] ∫ τ2

τ1

∫ s

0

(τ2 − s)2(q−1)µ(τ)dτds

≤ 2a2Tr(Q)
[
2(C∗

2 + Lϕ)2∥ϕ∥2B + (2C∗
1 + 1)r2

]
∥µ∥L1

×
[
2q2

∫ τ1

0

∫ ∞

0

σ∥[(τ2 − s)q−1 − (τ1 − s)q−1]ξq(σ)S((τ2 − s)qσ)∥2dσds

+2q2
∫ τ1

0

∫ ∞

0

σ(τ1 − s)q−1ξq(σ)∥S((τ2 − s)qσ)− S((τ1 − s)qσ)∥2dσds
]

+2a2Tr(Q)C2
q,M

[
2(C∗

2 + Lϕ)2∥ϕ∥2B + (2C∗
1 + 1)r2

] ∫ τ2

τ1

∫ s

0

(τ2 − s)2(q−1)µ(τ)dτds

≤ 2a2Tr(Q)
[
2(C∗

2 + Lϕ)2∥ϕ∥2B + (2C∗
1 + 1)r2

]
∥µ∥L1

×
[
2C2

q,M

∫ τ1

0

∣∣(τ2 − s)q−1 − (τ1 − s)q−1
∣∣2 ds

+2q2
∫ τ1

0

∫ ∞

0

σ(τ1 − s)q−1ξq(σ)∥S((τ2 − s)qσ)− S((τ1 − s)qσ)∥2dσds
]

+2a2Tr(Q)C2
q,M

[
2(C∗

2 + Lϕ)2∥ϕ∥2B + (2C∗
1 + 1)r2

]
∥µ∥L1

∫ τ2

τ1

(τ2 − s)2(q−1)ds.

The right hand side tends to zero as τ2 − τ1 → 0, since S(t), t > 0 is a strongly
continuous semigroup and S(t) is compact for t > 0 (so S(t) is continuous in the
uniform operator topology for t > 0).

Next, we prove that Φ2(V )(t) = {h2(t) : h2(t) ∈ Φ2(V )} is relatively compact
for every t ∈ [0, T ].

Let 0 < t ≤ T be fixed and let ε be a real number satisfying 0 < ε < t. For
x ∈ V , we define

h2,ε,δ(t)

= q

∫ t−ε

0

(t− s)q−1

∫ ∞

δ

σξq(σ)S((t− s)qσ)

∫ s

0

a(s, τ)v(τ)dw(τ)dσds

= qS(εqδ)

∫ t−ε

0

(t− s)q−1

∫ ∞

δ

σξq(σ)S((t− s)qσ − εqδ)

∫ s

0

a(s, τ)v(τ)dw(τ)dσds,

where v ∈ SF,xρ . Since S(t) is a compact operator, the set

H2,ε,δ = {h2,ε,δ(t) : h2,ε ∈ Φ2(V )}

is relatively compact. Moreover, for every h2 ∈ Φ2(V ) we have

E∥h2(t)− h2,ε,δ(t)∥2

≤ 2qE

∥∥∥∥∥
∫ t−ε

0

(t− s)q−1

∫ δ

0

σξq(σ)S((t− s)qσ)

∫ s

0

a(s, τ)v(τ)dw(τ)dσds

∥∥∥∥∥
2
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+2qE

∥∥∥∥∫ t

t−ε

(t− s)q−1

∫ ∞

0

σξq(σ)S((t− s)qσ)

∫ s

0

a(s, τ)v(τ)dw(τ)dσds

∥∥∥∥2
≤ 2

(T qMa)
2

q
Tr(Q)

[
2(C∗

2 + Lϕ)2∥ϕ∥2B + (2C∗
1 + 1)r2

]
∥µ∥L1

∫ δ

0

σ2ξ2q (σ)dσ

+2

(
εqMa

Γ(1 + q)

)2

Tr(Q)
[
2(C∗

2 + Lϕ)2∥ϕ∥2B + (2C∗
1 + 1)r2

]
∥µ∥L1 .

Hence the set H2 = {h2(t) : h2 ∈ Φ2(V )} is relatively compact. By the Arzelá-
Ascoli theorem, we conclude that Φ2(V ) is completely continuous.
Step 3: We shall show there exists an open set V ⊆ Y , with x ∈ λΦx for λ ∈ (0, 1),
and x /∈ ∂V . Let λ ∈ (0, 1) and let x ∈ λΦx, then there exists an v ∈ SF,xρ such
that we have

x(t) = −λQ(t)ϕ(0)+λ
∑

0<tk<t

Q(t−tk)Ik(x(t−k ))+λ
∫ t

0

∫ s

0

R(t−s)a(s, τ)v(τ)dw(τ)ds.

Thus, by (H2) and (H3), for each t ∈ J we have

E∥x(t)∥2 ≤ 3E∥Q(t)ϕ(0)∥2 + 3
m∑

k=1

E∥Q(t− tk)Ik(x(t
−
k ))∥

2

+ 3E

∥∥∥∥∫ t

0

∫ s

0

R(t− s)a(s, τ)v(τ)dw(τ)ds

∥∥∥∥2
≤ 3M2E∥ϕ(0)∥2 + 3M2

m∑
k=1

E∥Ik(x(t−k ))∥
2

+ 3a2Tr(Q)C2
q,M

∫ t

0

∫ s

0

(t− s)2(q−1)µ(τ)

×
[
2
(
C∗

2 + Lϕ
)2 ∥ϕ∥2B + (2C∗

1 + 1)E∥x(τ)∥2
]
dτds

≤ 3(MC)2E∥ϕ∥2B + 3M2
m∑

k=1

E∥Ik(x(t−k ))− Ik(0)∥2 + 3M2
m∑

k=1

E∥Ik(0)∥2

+ 6a2Tr(Q)C2
q,M

T 2q−1

2q − 1
∥µ∥L1

(
C∗

2 + Lϕ
)2 ∥ϕ∥2B

+ 3a2T (Q)C2
q,M (2C∗

1 + 1)∥µ∥L1

∫ t

0

(t− s)2(q−1)E∥x(s)∥2dτds

≤ 3(MC)2E∥ϕ∥2B + 3M2
m∑

k=1

d2kE∥x(t)∥2 + 3M2
m∑

k=1

E∥Ik(0)∥2

+ 6a2Tr(Q)C2
q,M

T 2q−1

2q − 1
∥µ∥L1

(
C∗

2 + Lϕ
)2 ∥ϕ∥2B

+ 3a2Tr(Q)C2
q,M (2C∗

1 + 1)∥µ∥L1

∫ t

0

(t− s)2(q−1)E∥x(s)∥2ds.

Then

E∥x(t)∥2
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≤
3(MC)2E∥ϕ∥2B + 3M2

∑m
k=1E∥Ik(0)∥2 + 6a2Tr(Q)C2

q,M
T 2q−1

2q−1 ∥µ∥L1

(
C∗

2 + Lϕ
)2 ∥ϕ∥2B

1− 3M2

m∑
k=1

d2k

+
3a2Tr(Q)C2

q,M (2C∗
1 + 1)∥µ∥L1

1− 3M2

m∑
k=1

d2k

∫ t

0

(t− s)2(q−1)E∥x(s)∥2ds

≤ θ1 + θ2

∫ t

0

(t− s)2(q−1)E∥x(s)∥2ds,

where

θ1 =
3(MC)2E∥ϕ∥2B + 3M2

∑m
k=1E∥Ik(0)∥2 + 6a2Tr(Q)C2

q,M
T 2q−1

2q−1 ∥µ∥L1

(
C∗

2 + Lϕ
)2 ∥ϕ∥2B

1− 3M2

m∑
k=1

d2k

θ2 =
3a2Tr(Q)C2

q,M (2C∗
1 + 1)∥µ∥L1

1− 3M2

m∑
k=1

d2k

.

Therefore, in view of Lemma 2.12, we have for all t ∈ J ,

E∥x(t)∥2 ≤ θ1

[
1 +

∫ t

0

∞∑
n=1

(θ2Γ(2q − 1))
n

Γ (n(2q − 1))
(t− s)n(2q−1)−1ds

]

≤ θ1

[
1 +

∞∑
n=1

(θ2Γ(2q − 1))
n

n(2q − 1)Γ (n(2q − 1))
Tn(2q−1)

]

≤ θ1

[
1 +

∞∑
n=1

(
θ2Γ(2q − 1)T (2q−1)

)n
Γ (n(2q − 1) + 1)

]
≤ θ1E2q−1

(
θ2Γ(2q − 1)T (2q−1)

)n
,

where E2q−1

(
θ2Γ(2q − 1)T (2q−1)

)n
=

∞∑
n=0

(
θ2Γ(2q − 1)T (2q−1)

)n
Γ (n(2q − 1) + 1)

is the Mittag-

Leffer function. This implies that

∥x(t)∥2Y ≤ θ1E2q−1

(
θ2Γ(2q − 1)T (2q−1)

)n
.

Then there exists M∗ such that ∥x(t)∥2Y ̸=M∗. Set

V = {z ∈ Y : ∥x(t)∥2Y < M∗}.

From the choice of V , there is no x ∈ ∂V such that x ∈ λΦx for λ ∈ (0, 1). As
a consequence of Theorem 2.14, we deduce that Φ has a fixed point x defined on
(−∞, T ], which is mild solution of problem (1.1). This completes the proof. �
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4. An Example

We consider the impulsive fractional partial stochastic functional integro-differential
inclusions of the form:

∂q

∂tq
v(t, ζ) ∈ ∂2

∂ζ2
v(t, ζ) +

∫ t

−∞
a1(s− t)v(s− ρ1(t)ρ2(|v(t)|), ξ)dw(s)

+

∫ t

0

(t− s)2 cos |v(s, ζ)|ds

v(t, 0) = v(t, π) = 0

v(θ, ζ) = v0(θ, ζ), −∞ < θ ≤ 0,

∆v(tk)(ζ) =

∫ tk

−∞
pk(tk − y)dy cos(v(tk)(ζ))

(4.1)

where 0 < q < 1, t ∈ [0, T ], ζ ∈ [0, π], v0 : (−∞, 0] × [0, π] → R, pk : R → R, k =
1, 2, . . . ,m, and the functions a1 : R → R, ρi : [0,+∞) → [0,+∞), i = 1, 2 are
continuous functions.

Set H = L2([0, π]), A : D(A) ⊂ X → X is the map defined by Aω = ω′′ with
domain

D(A) = {ω ∈ H : ω, ω′ are absolutely continuous, ω′′ ∈ H,ω(0) = ω(π) = 0},

then

Aω =

∞∑
n=1

n2(ω, ωn)ωn, ω ∈ D(A),

where ωn(x) =

√
2

π
sin(nx), n ∈ N is the orthogonal set of eigenvectors of A. It is

well known that A is the infinitesimal generator of an analytic semigroup {S(t)}t≥0

in H and is given by

S(t)ω =

∞∑
n=1

e−n2t(ω, ωn)ωn, ∀ω ∈ E, and every t > 0.

From these expressions, it follows that {S(t)}t≥0 is a uniformly bounded compact
semigroup.

For the phase space, we choose B = C0 × L2(g,X), see Example 2.8 for details.
Set

x(t)(ζ) = v(t, ζ), t ∈ [0, T ], ζ ∈ [0, π].

ϕ(θ)(ζ) = v0(θ, ζ), θ ∈ (−∞, 0], ζ ∈ [0, π].

a(t, s) = (t− s)2,

f(t, φ, x(t))(ζ) =

∫ 0

−∞
a1(s)φ(s, ξ)ds+ cos |x(t)(ζ)|, t ∈ [0, T ], ζ ∈ [0, π].

ρ(t, φ) = s− ρ1(s)ρ2(∥φ(0)∥).

Ik(x(t
−
k ))(ζ) =

∫ 0

−∞
pk(tk − y)dy cos(x(tk)(ζ)), k = 1, 2, . . . ,m.

Thus, problem (4.1) can be rewritten as the abstract problem (1.1). The following
result is a direct consequence of Theorem 3.6.
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Proposition 4.1. Let φ ∈ B be such that (Hφ) holds, and let t→ φt be continuous
on R(ρ−). Then there exists a mild solution of (4.1).
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