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#### Abstract

In this paper, we establish certain integrals formula involving generalized Jacobi polynomials associated with M-series. The results are presented in generalized Gauss hypergeometric function and beta function. Some out of the ordinary special cases of our main result are also considered and shown to be associated with certain known ones.


## 1. Introduction

Recently, Sharma and Jain [16] introduced the generalized M-series as the function and defined in term of power series:

$$
\begin{gather*}
{ }_{p}^{\vartheta} M_{q}^{\tau}(z)={ }_{p}^{\vartheta} M_{q}^{\tau}\left(a_{1, \ldots}, a_{p} ; b_{1, \ldots,}, b_{q} ; z\right) \\
=\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n} \cdots\left(a_{p}\right)_{n}}{\left(b_{1}\right)_{n} \cdots\left(b_{q}\right)_{n}} \frac{z^{n}}{\Gamma(\vartheta n+\tau)}, \quad z, \vartheta, \tau \in \mathbb{C}, \Re(\vartheta)>0 . \tag{1}
\end{gather*}
$$

where $\left(a_{j}\right)_{n}$ and $\left(b_{j}\right)_{n}$ are known as Pochhammer symbols. The series terminates to a polynomial in $z$, if any numerator parameter $a_{j}$ is a negative integer or zero. The series (1) is defined when none of parameters $b_{j}^{\prime} s, j=1,2, \ldots q$; is a negative integer or zero. From the ratio test it is evident that the series is convergent for all $z$ if $p \leq q$. It is convergent for $|z|<\delta$ the series can converge on conditions depending on the parameters (see Kilbas et al. [1]). The summation of the convergent series is denoted by the symbol ${ }_{p}^{\vartheta} M_{q}^{\tau}($.$) , therefore, throughout the residual work we will$ called this generalized M-series as generalized M-function.
Some key special cases of generalized M-function are itemized below:
(i) For $\tau=1$, the M-series from Sharma ([15], p.188. eq.(3)) as:

$$
\begin{equation*}
{ }_{p}^{\vartheta} M_{q}(z)={ }_{p}^{\vartheta} M_{q}^{1}\left(a_{1, \ldots,}, a_{p} ; b_{1, \ldots,}, b_{q} ; z\right)=\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n} \cdots\left(a_{p}\right)_{n}}{\left(b_{1}\right)_{n} \cdots\left(b_{q}\right)_{n}} \frac{z^{n}}{\Gamma(\vartheta n+1)}, \tag{2}
\end{equation*}
$$

[^0](ii) For $\vartheta=\tau=1$, the generalized M-function is the generalized hypergeometric function:
\[

{ }_{p} F_{q}\left[$$
\begin{array}{l}
a_{1, \ldots,}, a_{p}  \tag{3}\\
b_{1, \ldots}, b_{q}
\end{array}
$$ ; z\right]={ }_{p}^{1} M_{q}^{1}\left(a_{1, ···,}, a_{p} ; b_{1, ···,}, b_{q} ; z\right)=\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n} \cdots\left(a_{p}\right)_{n}}{\left(b_{1}\right)_{n} \cdots\left(b_{q}\right)_{n}} \frac{z^{n}}{n!}
\]

(iii) When $\vartheta=\tau=1$, and $p=q=0$, then we find Mittag-Leffler function [6]:

$$
\begin{equation*}
E(z)={ }_{0}^{1} M_{0}^{1}(-;-; z)=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(n+1)},(\vartheta>0) \tag{4}
\end{equation*}
$$

(iv) Again, for $p=q=0$, then we get two index Mittag-Leffler function introduced by Wiman [18]:

$$
\begin{equation*}
E_{\vartheta, \tau}(z)={ }_{0}^{\vartheta} M_{0}^{\tau}(-;-; z)=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(\vartheta n+\tau)},(\vartheta>0, \tau>0) \tag{5}
\end{equation*}
$$

(v) Further, If we put $p=q=1, a_{1}=\gamma, b_{1}=1$, the generalized M-function reduces to generalized Mittag-Leffler introduced by Prabhakar [7] as below:

$$
\begin{equation*}
E_{\vartheta, \tau}^{\gamma}(z)={ }_{1}^{\vartheta} M_{1}^{\tau}(\gamma ; 1 ; z)=\sum_{n=0}^{\infty} \frac{(\gamma)_{n}}{\Gamma(\vartheta n+\tau)} \frac{z^{n}}{n!} \tag{6}
\end{equation*}
$$

where $\vartheta, \tau, \gamma \in \mathbb{C} ; \Re(\vartheta)>0, \Re(\tau)>0, \Re(\gamma)>0$.
A number of properties and applications of M-Series (1) and its special cases have studied by Kilbas et al.[1], Miller [4], Mishra et al. [5], Purohit et al. [8], Saigo and Kilbas [10], Saxena et al. [12]. Generalized M-function plays an important role in the solution of integral equations and fractional order differential.

For the present investigation, we also consider the following required definitions:
The generalized Jacobi polynomial $P_{v}^{(\alpha, \beta, c, d)}$ studied by Sarabia and Kalla ([11], p. 386) (see also [13] ), as:

$$
P_{v}^{(\alpha, \beta, c, d)}(x)=\frac{(\alpha+1)_{v}}{\Gamma(v+1)} F_{2}\left[\begin{array}{cc}
-v, v+\alpha+\beta+1, c ; & \frac{1-x}{2} \tag{7}
\end{array}\right]
$$

where $d \in \mathbb{C}-\mathbb{Z}^{-} \cup\{0\}: \alpha, v \in \mathbb{C}-\mathbb{Z}^{-} ; \beta \in \mathbb{C} ; \Re(d-\beta-c)>0$.
For $c=d$, the generalized Jacobi polynomial reduces in to Jacobi polynomial $P_{v}^{(\alpha, \beta)}(x)$ which is defined in Rainville [9] as:

$$
P_{v}^{(\alpha, \beta)}(x)=\frac{(\alpha+1)_{v}}{v!}{ }_{2} F_{1}\left[\begin{array}{cc}
-v, v+\alpha+\beta+1 ; & \frac{1-x}{2}  \tag{8}\\
\alpha+1 ; &
\end{array}\right]
$$

If we substitute $\alpha=\beta=0$ the Jacobi polynomial in (8), reduces to the Legendre polynomial [9].
For the value $x=1$ in equation (8), $P_{v}^{(\alpha, \beta)}(x)$ is also a polynomial of degree n . that is

$$
\begin{equation*}
P_{v}^{(\alpha, \beta)}(1)=\frac{(\alpha+1)_{v}}{v!} \tag{9}
\end{equation*}
$$

In the Jacobi function given above, we have to apply the concept of Gauss hypergeometric functions by Rainville ([9], p.45).

In the present paper, we established integrals with M-Series, add one more dimension to this study by introducing certain integral for the generalized Jacobi polynomials. The integral established in this paper are believed to be a new contribution in the theory of fractional calculus.

## 2. Main Integral formulas

In this section, we establish four general integrals, which are expressed in terms of generalized hypergeometric function by inserting product of M-series (1) and Jacobi polynomial (7) with suitable arguments into the integrand.
Lemma: Let $\alpha, v \in \mathbb{C}-\mathbb{Z}^{-} ; \beta \in \mathbb{C} ; \Re(d-\beta-c)>0, P \in \mathbb{C}-\mathbb{Z}^{-} \cup\{0\}$, then the following integral holds true.

$$
\begin{gather*}
\int_{-1}^{+1}(1-x)^{\lambda}(1+x)^{\delta} P_{v}^{(\alpha, \beta, c, d)}(x) d x \\
=2^{\lambda+\delta+1} \frac{(\alpha+1)_{v} B(\lambda+1, \delta+1)}{\Gamma(v+1)}{ }_{4} F_{3}\left[\begin{array}{cc}
-v, v+\alpha+\beta+1, c, \lambda+1 ; & 1 \\
\alpha+1, d, \lambda+\delta+2 ; &
\end{array}\right] . \tag{10}
\end{gather*}
$$

Proof. Let $\ell$ be the left-hand side of (10), using (7), we have

$$
\begin{gather*}
\ell=\int_{-1}^{+1}(1-x)^{\lambda}(1+x)^{\delta} P_{v}^{(\alpha, \beta, c, d)}(x) d x \\
=\frac{(\alpha+1)_{v}}{\Gamma(v+1)} \sum_{s=0}^{\infty} \frac{(-v)_{s}(v+\alpha+\beta+1)_{s}(c)_{s}}{(\alpha+1)_{s}(d)_{s} 2^{s} s!} \int_{-1}^{+1}(1-x)^{\lambda+s}(1+x)^{\delta} d x \tag{11}
\end{gather*}
$$

Now, using the known result by Rainville ([9], p.261)

$$
\begin{equation*}
\int_{-1}^{+1}(1-x)^{\alpha+n}(1+x)^{\beta+n} d x=2^{2 n+\alpha+\beta+1} B(\alpha+n+1, \beta+n+1) \tag{12}
\end{equation*}
$$

We arrive at

$$
\begin{equation*}
=2^{\lambda+\delta+1} \frac{(\alpha+1)_{v}}{\Gamma(v+1)} \sum_{s=0}^{\infty} \frac{(-v)_{s}(v+\alpha+\beta+1)_{s}(c)_{s}}{(\alpha+1)_{s}(d)_{s} s!} \frac{\Gamma(\lambda+s+1) \Gamma(\delta+1)}{\Gamma(\lambda+\delta+s+2)} \tag{13}
\end{equation*}
$$

Interpreting the right-hand side of (13), in view of the definition (3), we obtain the result (10).

Now, we establish four general integrals as follows:
First Integral:

$$
\begin{align*}
& I_{1}=\int_{-1}^{+1}(1-x)^{\lambda}(1+x)^{\delta} P_{v}^{(\alpha, \beta, c, d)}(x)_{p}^{\vartheta} M_{q}^{\tau}\left[z(1+x)^{h}\right] d x \\
& =2^{\lambda+\delta+1} \frac{(\alpha+1)_{v} \Gamma(\lambda+1)}{\Gamma(v+1)} \sum_{k=0}^{\infty} \frac{\Gamma(\delta+h k+1)}{\Gamma(\lambda+\delta+h k+2)}{ }_{p}^{\vartheta} M_{q}^{\tau}\left[2^{h} z\right] \\
& \quad \times{ }_{4} F_{3}\left[\begin{array}{cc}
-v, v+\alpha+\beta+1, c, \lambda+1 ; & \\
\alpha+1, d, \lambda+\delta+h k+2 ; & 1
\end{array}\right] \tag{14}
\end{align*}
$$

which provided that $z, \vartheta, \tau \in \mathbb{C}, \Re(\vartheta)>0, \alpha>-1$ and $\beta>-1$.

Proof. Let $\ell$ be the left-hand side of (14), using (1), we have

$$
\begin{gather*}
\ell=\int_{-1}^{+1}(1-x)^{\lambda}(1+x)^{\delta} P_{v}^{(\alpha, \beta, c, d)}(x)_{p}^{\vartheta} M_{q}^{\tau}\left[z(1+x)^{h}\right] d x \\
=\int_{-1}^{+1}(1-x)^{\lambda}(1+x)^{\delta} P_{v}^{(\alpha, \beta, c, d)}(x) \sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k} \cdots\left(a_{p}\right)_{k}}{\left(b_{1}\right)_{k} \cdots\left(b_{q}\right)_{k}} \frac{\left(z(1+x)^{h}\right)^{k}}{\Gamma(\vartheta k+\tau)} d x \tag{15}
\end{gather*}
$$

Interchanging the order of integration and summation within the integrand can be justified by the absolute convergence of the integral and the uniform convergence of the series involved under the given condition, then the above expression becomes

$$
\begin{equation*}
=\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k} \cdots\left(a_{p}\right)_{k}}{\left(b_{1}\right)_{k} \cdots\left(b_{q}\right)_{k}} \frac{z^{k}}{\Gamma(\vartheta k+\tau)} \int_{-1}^{+1}(1-x)^{\lambda}(1+x)^{\delta+h k} P_{v}^{(\alpha, \beta, c, d)}(x) d x \tag{16}
\end{equation*}
$$

Now, using above Lemma and (1), right side of (16), we obtain the result (14).

## Second Integral:

$$
\begin{gather*}
I_{2}=\int_{-1}^{+1}(1-x)^{\lambda}(1+x)^{\delta} P_{v}^{(\alpha, \beta, c, d)}(x) P_{\omega}^{(\rho, \sigma, e, f)}(x)_{p}^{\vartheta} M_{q}^{\tau}\left[z(1-x)^{h}\right] d x \\
\quad=2^{\lambda+\delta+1} \frac{(\rho+1)_{\omega}(\alpha+1)_{v}}{\Gamma(\omega+1) \Gamma(v+1)} \Gamma(\delta+1) \sum_{k=0}^{\infty} \frac{\Gamma(\lambda+h k+1)}{\Gamma(\lambda+\delta+h k+2)^{\vartheta}} p_{p}^{\vartheta} M_{q}^{\tau}\left(2^{h} z\right) \\
\times F_{1: 2 ; 2}^{1: 3 ; 3}\left[\begin{array}{c}
(\lambda+h k+1):(-\omega, \omega+\rho+\sigma+1, e) ;(-v, v+\alpha+\beta+1, c) \\
(\lambda+\delta+h k+2):(\rho+1, f) ;(\alpha+1, d,)
\end{array}\right] \tag{17}
\end{gather*}
$$

which provided that $\vartheta, \tau, \beta, \sigma \in \mathbb{C}, P \geq 0, \Re(\vartheta)>0, \alpha>-1$ and $\beta>-1$.
Proof. Let $\wp$ be the left-hand side of (18), using (1), we have

$$
\begin{gather*}
\wp=\int_{-1}^{+1}(1-x)^{\lambda}(1+x)^{\delta} P_{v}^{(\alpha, \beta, c, d)}(x) P_{\omega}^{(\rho, \sigma, e, f)}(x)_{p}^{\vartheta} M_{q}^{\tau}\left[z(1-x)^{h}\right] d x \\
=\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k} \cdots\left(a_{p}\right)_{k}}{\left(b_{1}\right)_{k} \cdots\left(b_{q}\right)_{k}} \frac{z^{k}}{\Gamma(\vartheta k+\tau)} \\
\int_{-1}^{+1}(1-x)^{\lambda+h k}(1+x)^{\delta} P_{v}^{(\alpha, \beta, c, d)}(x) P_{\omega}^{(\rho, \sigma, e, f)}(x) d x \tag{18}
\end{gather*}
$$

Now, substituting from (7) in above equation, we get

$$
\begin{gather*}
=\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k} \cdots\left(a_{p}\right)_{k}}{\left(b_{1}\right)_{k} \cdots\left(b_{q}\right)_{k}} \frac{z^{k}}{\Gamma(\vartheta k+\tau)} \frac{(\rho+1)_{\omega}}{\Gamma(\omega+1)} \sum_{t=0}^{\infty} \frac{(-\omega)_{t}(\omega+\rho+\sigma+1)_{t}(e)_{t}}{(\rho+1)_{t}(f)_{t} 2^{t} t!} \\
\times \int_{-1}^{+1}(1-x)^{\lambda+t+h k}(1+x)^{\delta} P_{v}^{(\alpha, \beta, c, d)}(x) d x \tag{19}
\end{gather*}
$$

and again from equation (7), we arrive

$$
=\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k} \cdots\left(a_{p}\right)_{k}}{\left(b_{1}\right)_{k} \cdots\left(b_{q}\right)_{k}} \frac{z^{k}}{\Gamma(\vartheta k+\tau)} \frac{(\rho+1)_{\omega}}{\Gamma(\omega+1)} \frac{(\alpha+1)_{v}}{\Gamma(v+1)}
$$

$$
\begin{gather*}
\times \sum_{s=0}^{\infty} \sum_{t=0}^{\infty} \frac{(-\omega)_{t}(-v)_{s}(\omega+\rho+\sigma+1)_{t}(v+\alpha+\beta+1)_{s}(c)_{t}(e)_{s}}{(\rho+1)_{t}(\alpha+1)_{s}(d)_{s}(f)_{t} 2^{s+t}(s!)(t!)} \\
\times \int_{-1}^{1}(1-x)^{\lambda+h k+s+t}(1+x)^{\delta} d x \tag{20}
\end{gather*}
$$

Now apply equation (12), we obtain

$$
\begin{gather*}
=2^{\lambda+\delta+1} \frac{(\rho+1)_{\omega}}{\Gamma(\omega+1)} \frac{(\alpha+1)_{v}}{\Gamma(v+1)} \sum_{k=0}^{\infty}{ }_{p}^{\vartheta} M_{q}^{\tau}\left(2^{h} z\right) \\
\times \sum_{s=0}^{\infty} \sum_{t=0}^{\infty} \frac{(-\omega)_{t}(-v)_{s}(\omega+\rho+\sigma+1)_{t}(v+\alpha+\beta+1)_{s}(c)_{t}(e)_{s}}{(\rho+1)_{t}(\alpha+1)_{s}(d)_{s}(f)_{t} 2^{s+t}(s!)(t!)} \\
\times \frac{\Gamma(\lambda+h k+s+t+1) \Gamma(\delta+1)}{\Gamma(\lambda+\delta+h k+s+t+2)}, \\
=2^{\lambda+\delta+1} \frac{(\rho+1)_{\omega}}{\Gamma(\omega+1)} \frac{(\alpha+1)_{v} \Gamma(\delta+1)}{\Gamma(v+1)} \sum_{k=0}^{\infty} \frac{\Gamma(\lambda+h k+1)}{\Gamma(\lambda+\delta+h k+2)}{ }_{p}^{\vartheta} M_{q}^{\tau}\left(2^{h} z\right) \\
\times \sum_{s=0}^{\infty} \sum_{t=0}^{\infty} \frac{(\lambda+h k+1)_{s+t}(-\omega)_{t}(-v)_{s}(\omega+\rho+\sigma+1)_{t}(v+\alpha+\beta+1)_{s}(c)_{t}(e)_{s}}{(\lambda+\delta+h k+2)_{s+t}(\rho+1)_{t}(\alpha+1)_{s}(f)_{t}(d)_{s} 2^{s+t}(s!)(t!)}, \tag{21}
\end{gather*}
$$

Expressing the above result (21) in terms of Kampé de Fériet's hypergeometric function (see [3], p. 160) it follow that, we obtain the result (18).

## Third Integral:

$$
\begin{gather*}
I_{3}=\int_{-1}^{+1}(1-x)^{\lambda}(1+x)^{\delta} P_{v}^{(\alpha, \beta, c, d)}(x)_{p}^{\vartheta} M_{q}^{\tau}\left[z(1-x)^{h}(1+x)^{r}\right] d x \\
=2^{\lambda+\delta+1} \frac{(\alpha+1)_{v}}{\Gamma(v+1)} \sum_{k=0}^{\infty} \frac{\Gamma(\lambda+h k+1) \Gamma(\delta+r k+1)}{\Gamma(\lambda+\delta+(h+r) k+2)}{ }_{p}^{\vartheta} M_{q}^{\tau}\left(2^{h+r} z\right) \\
\quad \times{ }_{4} F_{3}\left[\begin{array}{cc}
-v, v+\alpha+\beta+1, c, \lambda+h k+1 ; & \\
\alpha+1, d, \lambda+\delta+(h+r) k+2 ; & 1
\end{array}\right] . \tag{22}
\end{gather*}
$$

which provided that $z, \vartheta, \tau \in \mathbb{C}, \Re(\vartheta)>0, \alpha>-1$ and $\beta>-1$.
Proof. Let $\Theta$ be the left-hand side of (22), using (1), we have

$$
\begin{equation*}
\Theta=\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k} \cdots\left(a_{p}\right)_{k}}{\left(b_{1}\right)_{k} \cdots\left(b_{q}\right)_{k}} \frac{z^{k}}{\Gamma(\vartheta k+\tau)} \int_{-1}^{+1}(1-x)^{\lambda+h k}(1+x)^{\delta+r k} P_{v}^{(\alpha, \beta, c, d)}(x) d x \tag{23}
\end{equation*}
$$

Applying Lemma, then we arrive right hand side of (22).

## Forth Integral:

$$
\begin{aligned}
I_{4} & =\int_{-1}^{+1}(1-x)^{\lambda}(1+x)^{\delta} P_{v}^{(\alpha, \beta, c, d)}(x)_{p}^{\vartheta} M_{q}^{\tau}\left[z(1-x)^{h}(1+x)^{-r}\right] d x \\
& =2^{\lambda+\delta+1} \frac{(\alpha+1)_{v}}{\Gamma(v+1)} \sum_{k=0}^{\infty} \frac{\Gamma(\lambda+h k+1) \Gamma(\delta-r k+1)}{\Gamma(\lambda+\delta+(h-r) k+2)}{ }_{p}^{\vartheta} M_{q}^{\tau}\left(2^{h-r} z\right)
\end{aligned}
$$

$$
\times{ }_{4} F_{3}\left[\begin{array}{cc}
-v, v+\alpha+\beta+1, c, \lambda+h k+1 ; &  \tag{24}\\
\alpha+1, d, \lambda+\delta+(h-r) k+2 ; & 1
\end{array}\right] .
$$

which provided that $z, \vartheta, \tau \in \mathbb{C}, \Re(\vartheta)>0, \alpha>-1$ and $\beta>-1$.
Proof. Similar manner of (22), we arrive at the result (24).

## 3. Special cases

In this section, we consider other variations of integral formulas for one to four. In detail on account of the general nature of the Jacobi polynomial occurring in our main integrals, a huge number of integrals involving straightforward functions of one can simply be obtained as their special cases. We present here some special cases.
(I). On setting $c=d$, in integral $\left(I_{1}\right)-\left(I_{4}\right)$ and $e=f$ in integral $\left(I_{2}\right)$, we obtain the following new interesting results:

$$
\begin{align*}
& C_{1}=\int_{-1}^{+1}(1-x)^{\lambda}(1+x)^{\delta} P_{v}^{(\alpha, \beta)}(x)_{p}^{\vartheta} M_{q}^{\tau}\left[z(1+x)^{h}\right] d x \\
& =2^{\lambda+\delta+1} \frac{(\alpha+1)_{v} \Gamma(\lambda+1)}{\Gamma(v+1)} \sum_{k=0}^{\infty} \frac{\Gamma(\delta+h k+1)}{\Gamma(\lambda+\delta+h k+2)}{ }_{p}^{\vartheta} M_{q}^{\tau}\left[2^{h} z\right] \\
& \times{ }_{3} F_{2}\left[\begin{array}{cc}
-v, v+\alpha+\beta+1, \lambda+1 ; & \\
\alpha+1, \lambda+\delta+h k+2 ; & 1
\end{array}\right] .  \tag{25}\\
& C_{2}=\int_{-1}^{+1}(1-x)^{\lambda}(1+x)^{\delta} P_{v}^{(\alpha, \beta,)}(x) P_{\omega}^{(\rho, \sigma)}(x)_{p}^{\vartheta} M_{q}^{\tau}\left[z(1-x)^{h}\right] d x \\
& =2^{\lambda+\delta+1} \frac{(\rho+1)_{\omega}(\alpha+1)_{v}}{\Gamma(\omega+1) \Gamma(v+1)} \Gamma(\delta+1) \sum_{k=0}^{\infty} \frac{\Gamma(\lambda+h k+1)}{\Gamma(\lambda+\delta+h k+2)}{ }_{p}^{\vartheta} M_{q}^{\tau}\left(2^{h} z\right) \\
& \times F_{1: 1 ; 1}^{1: 2 ; 2}\left[\begin{array}{cc}
(\lambda+h k+1):(-\omega, \omega+\rho+\sigma+1) ;(-v, v+\alpha+\beta+1) & \mid 1,1 \\
(\lambda+\delta+h k+2):(\rho+1) ;(\alpha+1)
\end{array}\right]  \tag{26}\\
& C_{3}=\int_{-1}^{+1}(1-x)^{\lambda}(1+x)^{\delta} P_{v}^{(\alpha, \beta)}(x)_{p}^{\vartheta} M_{q}^{\tau}\left[z(1-x)^{h}(1+x)^{r}\right] d x \\
& =2^{\lambda+\delta+1} \frac{(\alpha+1)_{v}}{\Gamma(v+1)} \sum_{k=0}^{\infty} \frac{\Gamma(\lambda+h k+1) \Gamma(\delta+r k+1)}{\Gamma(\lambda+\delta+(h+r) k+2)}{ }_{p} M_{q}^{\tau}\left(2^{h+r} z\right) \\
& \times{ }_{3} F_{2}\left[\begin{array}{cc}
-v, v+\alpha+\beta+1, \lambda+h k+1 ; & \\
\alpha+1, \lambda+\delta+(h+r) k+2 ; & 1
\end{array}\right] .  \tag{27}\\
& C_{4}=\int_{-1}^{+1}(1-x)^{\lambda}(1+x)^{\delta} P_{v}^{(\alpha, \beta)}(x)_{p}^{\vartheta} M_{q}^{\tau}\left[z(1-x)^{h}(1+x)^{-r}\right] d x \\
& =2^{\lambda+\delta+1} \frac{(\alpha+1)_{v}}{\Gamma(v+1)} \sum_{k=0}^{\infty} \frac{\Gamma(\lambda+h k+1) \Gamma(\delta-r k+1)}{\Gamma(\lambda+\delta+(h-r) k+2)}{ }_{p}^{\vartheta} M_{q}^{\tau}\left(2^{h-r} z\right)
\end{align*}
$$

$$
\times{ }_{3} F_{2}\left[\begin{array}{cc}
-v, v+\alpha+\beta+1, \lambda+h k+1 ; &  \tag{28}\\
\alpha+1, \lambda+\delta+(h-r) k+2 ; & 1
\end{array}\right]
$$

(II). If we replace $\lambda=\lambda-1$ and $\alpha=\beta=\rho=\sigma=\delta=0$, in integral $C_{2}$, the following integral involving Legendre polynomials.

$$
\begin{gather*}
C_{5}=\int_{-1}^{+1}(1-x)^{\lambda} P_{v}(x) P_{\omega}(x)_{p}^{\vartheta} M_{q}^{\tau}\left[z(1-x)^{h}\right] d x \\
=2^{\lambda} \sum_{s=0}^{\infty} \sum_{t=0}^{\infty} \frac{(-\omega)_{t}(-v)_{s}(\omega+1)_{t}(v+1)_{s}}{2^{s+t}(s!)^{2}(t!)^{2}} M_{q}^{\tau}\left(2^{h} z\right) B(\lambda+h k+s+t, 1) \tag{29}
\end{gather*}
$$

(III). If we set $\lambda=\lambda-1, \delta=\delta-1$ and $\alpha=\beta=0$, in integral $C_{3}$, the following integral involving Legendre polynomials.

$$
\begin{align*}
C_{6} & =\int_{-1}^{+1}(1-x)^{\lambda-1}(1+x)^{\delta-1} P_{v}(x)_{p}^{\vartheta} M_{q}^{\tau}\left[z(1-x)^{h}(1+x)^{r}\right] d x \\
& =2^{\lambda+\delta-1} \sum_{s=0}^{\infty} \frac{(-v)_{s}(v+1)_{s}}{(s!)^{2}}{ }_{p}^{\vartheta} M_{q}^{\tau}\left(2^{h+r} z\right) B(\lambda+h k+s, \delta+r k) \tag{30}
\end{align*}
$$

(IV). If we set $\lambda=\lambda-1, \delta=\delta-1$ and $\alpha=\beta=0$, in integral $C_{4}$, takes the following integral involving Legendre polynomials.

$$
\begin{align*}
C_{7} & =\int_{-1}^{+1}(1-x)^{\lambda-1}(1+x)^{\delta-1} P_{v}(x)_{p}^{\vartheta} M_{q}^{\tau}\left[z(1-x)^{h}(1+x)^{-r}\right] d x \\
& =2^{\lambda+\delta-1} \sum_{s=0}^{\infty} \frac{(-v)_{s}(v+1)_{s}}{(s!)^{2}}{ }_{p}^{\vartheta} M_{q}^{\tau}\left(2^{h-r} z\right) B(\lambda+h k+s, \delta-r k) \tag{31}
\end{align*}
$$

## 4. Concluding Remark

We have established four new integral relations involving the generalized Mfunction, in terms of the hypergeometric function, Kampé de Fériet's hypergeometric function and beta function. Some special cases of integrals involving the generalized Mittag -Leffler function have been investigated in the literature by a many authors with different arguments. It is interesting to observe that the results given by Singh and Rawat [14] and Suthar and Haile [17] follow from the special cases results derived in this paper, if we use (6) and some suitable parametric replacements.
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