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PATTERN FORMATION IN A TIME FRACTIONAL REACTION-DIFFUSION

SYSTEM

L. W. SOMATHILAKE , K. BURRAGE

ABSTRACT. The main, aim of this paper is to analyse spatial temporal pattern formation

behaviour of a time fractional reaction-diffusion system (TFRDS). In order to identify this

behaviour, we perform a Turing instability analysis and determine the parameter regions of

the model in which the Turing instability occur (the Turing instability space). We discuss

the effects of the time fractional order and the model parameters on the spatial tempo-

ral pattern formation in the model. Next, we solve the considered TFRDS using a finite

difference scheme of solving time fractional differential equations (TFDEs). In order to

apply this finite difference scheme we transform the TFRDS in to a system of TFDEs by

discretising in space. We solved this system of TFDEs using an Implicit Finite difference

scheme. We observed that the numerical solutions agree with pattern formation properties

shown via the instability analysis of the model.

1. INTRODUCTION

The purpose of this investigation is to explore the suitability of time fractional phe-

nomena in pattern formations in a reaction diffusion model. Fractional differential equa-

tions and fractional reaction diffusion equations (FRDEs) of various types play important

roles in many application areas such as engineering, physics, control systems, dynami-

cal systems, finance, and are often associated with anomalous diffusion and Levy flight

behaviours.

The general form of the one variable time-fractional standard-diffusion reaction equa-

tion is:
∂γu

∂tγ
= D∆u+ f(u, t). (1.1)

Here D and f(u, t) represent the diffusion rate and source term respectively and
∂γ

∂tγ
is the

time fractional derivative operator. The fractional derivative of a function can be defined in

different ways including the Caputo fractional derivative and Riemann-Liouville fractional

derivative [1].

Finding analytical solutions of nonlinear fractional reaction diffusion equations arising

in modelling physical phenomena is very difficult or impossible. In such cases numeri-

cal techniques play an important role in finding approximate solutions. In the literature
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a number of authors have developed numerical methods for fractional reaction diffusion

equations [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 18, 19, 12, 13].

Performing a linear instability analysis of FRDEs is helpful to identify their spatial tem-

poral pattern formation behaviour. Instability analysis and pattern formation behaviour of

time fractional reaction diffusion equations are given in [14, 15, 16]. In this paper, we

propose a time fractional-reaction-diffusion system (TFRDS) based on the space fractional

reaction-diffusion model proposed in [17] and the spatial temporal pattern formation be-

haviour of the proposed model is investigated. The results of analytical treatments of the

instabilities of the model are validated by computer simulations of the model.

The paper is organized as follows. A time fractional reaction diffusion model based on

space fractional RDS reported in [17] is introduced in section 1.1. Numerical methods for

time fractional differential equations are explained in section 2.1. A Turing type instability

analysis of the TFRDS is given in section 2.2. Also, in the same section, the effects of the

time fractional exponent on growth and spatial temporal pattern formation by the solutions

of the model are analysed. In section 3.3, numerical results on one and two dimensions are

presented. Finally, discussion and conclusion based on the results are presented in section

4.

1.1. Mathematical model. In [17] a Space-Fractional Reaction-Diffusion model for growth

of coral in a tank is proposed in the form

∂u

∂t
= −du(−∆)α/2u+ b(us − u)− b1v

2u

∂v

∂t
= −dv(−∆)α/2v − b2v + b1v

2u

∂w

∂t
= b2v.

(1.2)

Here u and v denote the biomasses of dissolved nutrients of polyps and dissolved solid

material (calcium carbonate ions) in the tank, respectively and w denotes the biomass of

depositing amount of solid materials on the existing corals. In addition, du and dv denote

the diffusion rates of u and v, respectively, and b and b2 denote the nutrient supplying rate

to the system and depositing rate of v, respectively. b1 is the reaction rate between nutrients

and polyps. Here α > 1 is the fractional exponent of the spatial diffusion operator of u and

v. Also, us = a/b and b(u − us) is the overall nutrient supply rate to the system. In the

case of standard diffusion α = 2 the corresponding time fractional model can be written in

the form
∂γu

∂tγ
= du∆u+ b(us − u)− b1v

2u

∂γv

∂tγ
= dv∆v − b2v + b1v

2u

∂w

∂t
= b2v.

(1.3)

In order to reduce the number of parameters, we use nondimensionalisation techniques.

1.1.1. Nondimensionalisation. Now we nondimensionalise the proposed model by ap-

plying the coordinate transformations t∗ = b1/γt, x∗ = x
L , y∗ = y

L , z∗ = z
L , where

L = (du/b)
1/2

giving
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∂γ ū

∂t∗γ
= ∆∗ū+ 1− ū− α2v̄2ū

∂γ v̄

∂t∗γ
= d∆∗v̄ − λv̄ + α2v̄2ū

∂w̄

∂t∗
= λv̄,

(1.4)

where ū =
u

us
, v̄ =

v

us
, α2 =

b1u
2
s

b
and λ =

b2
b

, d =
dv
du

.

For notational convenience, eliminating bars and stars we obtain

∂γu

∂tγ
= ∆u+ 1− u− α2uv2

∂γv

∂tγ
= d∆v − λv + α2uv2

∂w

∂t
= λv.

(1.5)

In this system, first two equations are independent of w. Therefore, only first two equations

were considered in analysis and numerical simulations of this paper. Just after finding

numerical solutions of first two equations, the numerical solution for w can be calculated

by substituting v-solution into third equation of this system. But, in this paper we didn’t

concern on the solutions for w. The time derivative of the third equation of the system can

be considered as fractional derivative or non-fractional partial derivative.

1.1.2. Boundary conditions. In this paper we consider homogeneous Neumann boundary

conditions:

∇u.n = 0, x ∈ ∂Ω
∇v.n = 0, x ∈ ∂Ω

}

, (1.6)

where Ω is the considered domain and n denotes the outwards unit normal vector to the

boundary ∂Ω.

2. METHODOLOGY

2.1. Numerical Methods.

2.1.1. Space discretisation. Now we represent the first two equations of the system (1.5)

in the form:

∂γu

∂tγ
= ∆u+

F (u,v)
︷ ︸︸ ︷

(1 − u− α2uv2),

∂γv

∂tγ
= d∆v +

G(u,v)
︷ ︸︸ ︷

(−λv + α2uv2) .

(2.7)
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Discretising in space, time fractional reaction diffusion system (2.7) can be approximated

by a system of ODEs on the bounded domain Ω as follows:

dγu

dtγ
= − 1

h2
Au+ F(u,v), t ∈ [0, T ]

dγv

dtγ
= − d

h2
Av +G(u,v), t ∈ [0, T ].

(2.8)

Here
−1

h2
A is the discrete Laplace operator coupled with the boundary condition (1.6). The

vectors u, v, F and G represent the spatial discretisations of u, v, F (u, v) and G(u, v),
respectively. The discrete Laplace operator, A, on [0, L] coupled with homogeneous Neu-

mann boundary conditions, obtained with a finite difference approximation on a uniform

mesh of n+ 1 nodes with step size h = L/n is given by

A =










2 −2
−1 2 −1

. . .
. . .

. . .

−1 2 −1
−2 2










.

(n+1)×(n+1)

(2.9)

Let A1, A2 and A be the discrete Laplace operators on [0, L1], [0, L2] and [0, L1]× [0, L2],
respectively. Boundary conditions embedded on A1, A2 and A should coincide. Then, in

the usual notation, A = A1 ⊗ Iy + Ix ⊗ A2, where Ix and Iy are the identity matrices

whose sizes are sizes of A1 and A2, respectively.

2.1.2. A Finite difference scheme. Discretizing the time fractional Caputo derivative of or-

der γ (0 < γ < 1), by the finite difference formula of first order [20] we get:

dγu(tm)

dtγ
= D

0 tm

γu(t) =
1

(∆t)γ

m=⌈t/∆t⌉
∑

k=0

gγk (u
m−k − u0), (2.10)

where ⌈x⌉ denotes the largest integer less than or equal to a real number x and un denotes

the numerical approximation to the exact value u(tn), tn = n∆t for n = 1, 2, 3, .... Here,

gγk = (−1)k
(

γ
k

)

where

(
γ
k

)

=
Γ(γ + 1)

k!Γ(γ − k + 1)
represents the fractional binomial

coefficients.

In addition, gγk satisfy the recursive relation gγ0 = 1, gγk =

(

1− γ + 1

k

)

gγk−1 for k > 1.

Now we discretize the time fractional derivative of order γ of (2.8), using the above finite

difference formula.

1

(∆t)(γ)

m∑

k=0

gγk (u
(m−k) − u

0) = − 1

h2
Aum + F

m,

1

(∆t)(γ)

m∑

k=0

gγk (v
(m−k) − v

0) = − d

h2
Avm +G

m.

(2.11)
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Here um = u(tm), vm = v(tm), Fm = F(um,vm) and G
m = G(um,vm) This system

can be rearranged to the following implicit system of equations:

(

I +
(∆t)γ

h2
A

)

u
m = u

0 −
m∑

k=1

gγk

(

u
(m−k) − u

0
)

+ (∆t)γFm,

(

I +
(∆t)γ

h2
A

)

v
m = v

0 −
m∑

k=1

gγk

(

v
(m−k) − v

0
)

+ (∆t)γGm.

(2.12)

In order to solve this implicit system of equations, we use following iterative process

(

I +
(∆t)γ

h2
A

)

u
m,p+1 = u

0 −
m∑

k=1

gγk

(

u
(m−k) − u

0
)

+ (∆t)γFm,p,

(

I +
(∆t)γ

h2
A

)

v
m,p+1 = v

0 −
m∑

k=1

gγk

(

v
(m−k) − v

0
)

+ (∆t)γGm,p

(2.13)

for p = 0, 1, 2, ...,M . Here u
m,0 = u

m, vm,0 = v
m for m = 1, 2, ..., n and M is an

integer suitably chosen to converge the iterative process. In each time step the iterative

process proceeds until the relative error (RE) becomes smaller than the predefined toler-

ance (Tol). M is determined as the termination point of this process. The relative error

REm,p at iteration p at time step m is calculated as follows:

REm,p = max

{ ||um,p − u
m,p−1||

||um−1|| ,
||vm,p − v

m,p−1||
||vm−1||

}

. (2.14)

The tolerance is set as Tol = 10−13 in the simulations of this paper.

2.2. Instability of the model.

Steady states: There are three homogeneous steady states S1 ≡ (us1, vs1), S2 ≡ (us2, vs2)
and S3 ≡ (us3, vs3) for the corresponding system of ordinary differential equations.

Here us1 = 1, vs1 = 0, us2 =
α−

√
α2 − 4λ2

2α
, vs2 =

α+
√
α2 − 4λ2

2αλ
, us3 =

α+
√
α2 − 4λ2

2α
and vs3 =

α−
√
α2 − 4λ2

2αλ
for α > 2λ.

The trivial steady state S1 is a stable node, S3 is a saddle point and the stability of S2

further depends on the values of the parameters α and λ. Therefore, Turing type instability

may occur only at S2. Now we derive Turing type instability conditions for the system

(2.7).

By linearising (2.7) about a steady state (us2, vs2) we get

∂γu1

∂tγ
= ∆u1 + Fu(us2, vs2)u1 + Fv(us2, vs2)v1,

∂γv1
∂tγ

= d∆v1 +Gu(us2, vs2)u1 +Gv(us2, vs2)v1,



14 L. W. SOMATHILAKE, K. BURRAGE JFCA-2021/12(1)

where u1 and v1 are small perturbations of (us2, vs2) such that u = us2 + u1 and v =
vs2 + v1. This system can be written in the form

∂γu1

∂tγ
= ∆u1 + a11u1 + a12v1,

∂γv1
∂tγ

= d∆v1 + a21u1 + a22v1,

(2.15)

where a11 = Fu(us2, vs2), a12 = Fv(us2, vs2), a21 = Gu(us2, vs2) and a22 = Gv(us2, vs2).
Taking the spatial Fourier transform we obtain

dγ

dtγ
ũ1(k, t) = −k2ũ1(k, t) + a11ũ1(k, t) + a12ṽ1(k, t),

dγ

dtγ
ṽ1(k, t) = −dk2ṽ1(k, t) + a21ũ1(k, t) + a22ṽ1(k, t),

(2.16)

where ũ1(k, t) and ṽ1(k, t) denote the spatial Fourier transforms of u(x, t) and v(x, t),
respectively. Now taking the temporal Laplace transform we obtain

σγ ˆ̃u1(k, σ)− ũ1(k, 0) = −k2 ˆ̃u1(k, σ) + a11 ˆ̃u1(k, σ) + a12 ˆ̃v(k, σ),

σγ ˆ̃v1(k, σ) − ṽ1(k, 0) = −dk2 ˆ̃v1(k, s) + a21 ˆ̃u1(k, σ) + a22 ˆ̃v1(k, σ),

(2.17)

where ˆ̃u1(k, σ) and ˆ̃v1(k, σ) denote the temporal Laplace transforms of ũ1(k, t) and ṽ1(k, t),
respectively. This system can be written in the form

(
σγ + k2 − a11 −a12

−a21 σγ + dk2 − a22

)(
ˆ̃u1(k, σ)
ˆ̃v1(k, σ)

)

=

(
ũ1(k, 0)
ṽ1(k, 0)

)

. (2.18)

Solving this system we get ˆ̃u1(k, σ) =
P (σ, k)

R(σ, k)
, ˆ̃v1(k, σ) =

Q(σ, k)

R(σ, k)
, where

P (σ, k) = (σγ + k2 − a11)ũ1(k, 0) + a12ṽ1(k, 0),
Q(σ, k) = (σγ + dk2 − a22)ṽ1(k, 0) + a21ũ1(k, 0) and

R(σ, k) = (σγ + k2 − a11)(σ
γ + dk2 − a22)− a12a21.

The denominator R(σ, k) can be written in the form

R(σ, k) = s2 − g(µ)s+ h(µ). (2.19)

Here s = σγ , µ = k2, g(µ) = a11 + a22 − µ − dµ and h(µ) = dµ2 − (da11 + a22)µ +
a11a22 − a12a21. In terms of the model parameters

g(µ) =

(
α2 − 2λ3 + α

√
α2 − 4λ2 + 2λ2 µ+ 2 d λ2 µ

)

2λ2
,

h(µ) =
α2 (λ+ dµ) + α

√
α2 − 4λ2 (λ+ dµ)− 2λ2

(
−dµ2 + λ (2 + µ)

)

2λ2
.

Let s ≡ s1(µ) and s ≡ s2(µ) be the solutions of the equation R(σ, k) = s2 − g(µ)s +
h(µ) = 0. Then we have

ˆ̃u1(µ, σ) =
A1

s− s1
+

B1

s− s2
, ˆ̃v1(µ, σ) =

C1

s− s1
+

D1

s− s2
, where A1 =

P (s1, µ)

s1 − s2
,

B1 =
−P (s2, µ)

s1 − s2
, C1 =

Q(s1, µ)

s1 − s2
, D1 =

−Q(s2, µ)

s1 − s2
.

Taking the inverse Laplace transform of ˆ̃u1(k, σ) and ˆ̃v1(k, σ) we find

ũ1 = A1Eγ(s1t
γ) +B1Eγ(s2t

γ) and ṽ1 = C1Eγ(s1t
γ) +D1Eγ(s2t

γ),
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where Eγ(z) =

∞∑

k=0

zk

Γ(kγ + 1)
is the Mittag-Leffler function, Γ is the gamma function. If

s1(µ) or s2(µ) is positive for some values of µ then the perturbation, involving those s1 or

s2 will grow with time and Turing patterns will form. Now we derive conditions for such

Turing patterns to exist.

In order for Turing instability at S2 to exist, this steady state should be stable in the absent

of diffusion. For this the conditions C1 ≡ a11a22 − a12a21 > 0, C2 ≡ a11 + a22 < 0
should be satisfied. Therefore, a positive real solution for s in equation (2.19) exist only if

h(µ) < 0. Now we find the critical values of h(µ).
dh(µ)

dµ
= 2dµ− (da11 + a22)

dh(µ)

dµ
= 0 ⇒ 2dµ− (da11 + a22) = 0 ⇒ µ = µc = k2c =

da11 + a22
2d

.

Then h(µ) has a single minimum,

hmin(µ) =
4d(a11a22 − a12a21)− (da11 + a22)

2

4d
, at µ = µc = k2c . Therefore, the condi-

tion hmin = h(µc) < 0 is satisfied if the conditions:

C3 ≡ da11 + a22 > 0 and C4 ≡ 4d(Det(A)) − (da11 + a22)
2 < 0 are satisfied. That

is if the conditions C1 to C4 are satisfied, then there exist real roots s1,2(α, λ, d, µ) =

g(µ)±
√

(g(µ))2 − h(µ)

2
for (2.19) such that s1 > 0 and s2 < 0.

Let γ = m/n, m < n and (m,n) = 1, then σγ
1 = σ

m/n
1 = s1 = s1 (cos(2lπ) + i sin(2lπ)),

l = 0, 1, 2, 3, ... This equation has m roots, σ1,l (l = 0, 1, ...,m− 1) for σ1, where

σ1,l(α, λ, d, µ, γ) = s
1/γ
1

(

cos
2lnπ

m
+ i sin

2lnπ

m

)

, l = 0, 1, 2, 3, ...,m− 1. (2.20)

Then the maximum values of the real parts among the solutions, {σ1,l}, of equation (2.19)

is max
l

σ1,l(α, λ, d, µ, γ) = (max
l

s1(α, λ, d, µ))
1/γ = σ1,0 = s

1/γ
1 . Therefore, if the con-

ditions C1 to C4 are satisfied, then the solutions of the system (1.5) are unstable. The

conditions C1 to C4 are the same as the Turing instability conditions for standard (γ = 1)

Reaction Diffusion equations but the growth rate, σ, depends on γ. In terms of the model

parameters, the instability conditions at S2 when h(µ) < 0 can be represented in the fol-

lowing form:

C1 ≡ α2 − 4λ2 + α
√
α2 − 4λ2

2λ
> 0,

C2 ≡ −α2 − 2λ3 + α
√
α2 − 4λ2

2λ2
< 0,

C3 ≡ 2λ3 − αd(α+
√
α2 − 4λ2)

2λ2
> 0,

C4 ≡
(

2λ3 − dα(α +
√
α2 − 4λ2)

2λ2

)2

− 4d

(

α2 − 4λ2 + α
√
α2 − 4λ2

2λ

)

> 0.

As in [17] the instability region (Turing space) can be obtained as a union of two regions

R1 and R2. Here,

R1 = {(λ, α); 2d ≤ λ ≤ 2, αmin(λ) < α < αmax(λ, d)},
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R2 = {(λ, α); λ > 2, αmin(λ) < α < αmax(λ, d)},

where αmin(λ) =







2λ, if 2d ≤ λ ≤ 2
λ2

λ− 1
, if λ > 2,

αmax(λ, d) =
λ3/2

√

(8d2 + 7dλ+ 3λ2)− 2
√
2(2d+ λ)

√

λ(λ − d)

d1/2(d+ λ)
.

Next we discuss the effect of the model parameters on the growth and the spatial temporal

pattern formation behaviour of the solutions of the model.

3. RESULTS AND DISCUSSION

3.1. Critical values of d. It can be shown that in order to satisfy the conditions C3 and

C4 the condition d < dc(α, λ) should be satisfied. Here

dc(α, λ) =
3αλ3

(
α+

√
α2 − 4λ2

)
−A

α2
(
α2 − 2λ2 + α

√
α2 − 4λ2

) ,

A = 4λ3

[

2λ2 + (α2 − 4λ2)1/4
√

(α2 − λ2)(α2 − 4λ2)1/2 + α3 − 3αλ2

]

.

3.2. Effect of the fractional exponent and the diffusion rate on pattern formation and

growth. As time increases the solution of the linearised system (2.17) is dominated by the

wave numbers corresponding to the maximum value of growth rate σ.

It can be shown that when d < dc there exist two values k = k(1) and k = k(2) such

that the real part of σ, Re(σ), is positive when k ∈ (k(1), k(2)). This behaviour is depicted

in Figure (1). By these properties we can conclude that when d < dc and k ∈ (k(1), k(2))
spatial temporal patterns exist in the model.

2 4 6 8
k

-1.0

-0.5

0.5

1.0

1.5

2.0

ReHΣL

d=0.05

d=0.1

d=0.2

d=dc

d=0.4

(a) For γ = 1.0
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(b) For γ = 0.9
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(c) For γ = 0.8
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(d) For γ = 0.7
FIGURE 1. The variation of Re(σ) against k at different levels of d for

particular γ values. The other parameters are set as α = 4.4, λ = 2.1.
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FIGURE 2. The variation of Re(σ) against k at different levels of γ for

particular d values. The other parameters are set as α = 7.75, λ = 3.5.

According to Figure 2 we can conclude that as γ decreases, the maximum value of

Re(σ) increases when k ∈ (k(1), k(2)). Therefore, the growth rate increases as the temporal

fractional exponent decreases.

Consider the dispersion relation (2.19). Solving this equation for σγ we find

σγ
1,2 =

g(µ)±
√

(g(µ))2 − 4h(µ)

2
.

Critical values of σ are given by
dσγ

dµ
= 0. (3.21)

Solving 3.21 for µ we get two solutions µ1 and µ2 given by

µ1 = k21 =
A2 +B2

2 d (1− d) λ2
,

µ2 = k22 =
A2 −B2

2 d (1− d) λ2
,

where

A2 = 2(d+ 1)λ
√

dλ
(
α2 − 2λ2 + α

√
α2 − 4λ2

)
and

B2 =
(
α2 + 2λ3 + α

√
α2 − 4λ2

)
.

.

It can be shown that σ is maximized at µ = µ1. That is σmax(α, λ, γ) = σ|µ=µ1
. Also

σγ
1 > σγ

2 . Therefore σmax(α, λ, γ) = σ1|µ=µ1
=

(

g(µ1) +
√

(g(µ1))2 − 4h(µ1)

2

)1/γ

.

The plots of σmax against α for different levels of γ are shown in Figure (3).

Let γ1, γ2 ∈ (0, 1] and γ1 6= γ2. Then, it can be shown that the surfaces σmax(α, λ, γ1)
and σmax(α, λ, γ2) intersect on a curve. By simple calculation it can be shown that this

curve is given by g(µ1) − h(µ1) = 1. That is on the surface g(µ1) − h(µ1) = 1, the

value of σmax(α, λ, γ) is independent of γ. That is maximum growth rate is independent

of γ on the surface g(µ1) − h(µ1) = 1. It can numerically be shown that the equation



18 L. W. SOMATHILAKE, K. BURRAGE JFCA-2021/12(1)

g(µ1) − h(µ1) = 1 has four solutions for α at given λ = λ0 and d = d0. Among these

solutions, one is αmax(λ0, d0) and another lies between αmin(λ0) and αmax(λ0, d0) and the

other two are greater than αmax.

That is, for any distinct γ1 and γ2, the curves σmax(α, λ0, d0, γ1) and σmax(α, λ0, d0, γ2)
intersect at the fixed point α = α0 ∈ (αmin(λ0), αmax(λ0, d0)). Figure (3) depicts this

behaviour. Hence at the position (λ0, d0, α0) the maximum growth rate is independent of

γ.
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FIGURE 3. The variation of σmax against α at different levels of γ for

d = 0.01.
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FIGURE 4. The variation of Re(σ) against k. (a) αmin(λ, d) <
αγfree(λ, d) − 2 < αγfree(λ, d) (b) α = αγfree(λ, d) (c) αγfree(λ, d) <
αγfree(λ, d) + 2 < αmax(λ, d) . Here d = 0.01, λ = 2.1 and

αγfree(2.1, 0.01) = 6.89566.

Let α = αγfree(λ, d) ∈ (αmin(λ), αmax(λ, d)) be the positive solution for α of the equa-

tion g(µ1)− h(µ1) = 1 for given λ and d. We can show that

αγfree =
λ
√

(3λ+ 1) [d(5d+ 4λ− 4) + (λ− 1)2]−A1

d1/2(2d+ λ− 1)
.

Here A1 = 2d3 + 2
√
2(3d+ λ− 1)(d+ λ− 1)

√

λ(λ + 1− 2d).
Also, let d = dγfree(α, λ) be the solution for d of the equation g(µ1) − h(µ1) = 1 for a

givenα and λ. However, it is impossible to solve the equation g(µ1)−h(µ1) = 1 explicitly

for d. But it can be solved for d numerically for a given λ.

The curves α = αmin(λ), α = αγfree(λ, d) and α = αmax(λ, d) against λ at d = 0.01 are

shown in Figure (5)(a) and numerically evaluated d = dγfree(λ, α) against α for different

levels of λ are shown in Figure (5)(b).
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FIGURE 5. (a)The variation of αmin, αγfree and αmax against λ at d =
0.01, (b) The variation of dγfree against α at different levels of λ.
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It is clear that σmax(α, λ) is maximized at α = αmin(λ). The wavelength corresponding

to the maximum growth rate is given by ωmax = 2π/k1. The wave number nmax corre-

sponding to the maximum growth rate, σmax, on the domain [0, L] is given by nmax = k1L/π.
The plot of nmax against α for different levels of d are shown in Figure (6). We can observe

that for fixed λ and d the value nmax increases as α increases. In addition, as d decreases

nmax increases.
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d=0.008

d=0.01

FIGURE 6. The variation of nmax against α for different levels of d
when λ = 3.5.

3.3. Numerical results. The system of ODEs (system(2.8)) with initial conditions u0 and

v
0 was simulated on Ω = [0, L] ⊂ R and on Ω = [0, L]× [0, L] ⊂ R

2 on the time interval

[0, T ] using the numerical schemes given by equation (2.13) explained in section 2.1. Here

u
0 and v

0 are the spatial discretisations of u(x, 0) and v(x, 0), respectively, where x ∈ Ω.

3.3.1. Numerical solutions in one spatial dimension. The system (2.8) was solved when

L = 8 and

u(x, 0) = u02, x ∈ Ω,

v(x, 0) =

{

v02 + v02
Rand[0, 1]

10
, x ∈ ω

0, x ∈ Ω\ω.
(3.22)

Here ω =

(
L

2
− 5L

100
,
L

2
+

5L

100

)

. Numerical solutions at three time levels obtained by

proposed numerical scheme are shown in Figure (7). In these simulations L = 8, T = 40,

and the spatial and time grid sizes are ∆x = 0.05 and ∆t = 0.005, respectively.
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FIGURE 7. v component of the numerical solutions of (1.5) for the pa-

rameter values γ = 0.9, λ = 3.5, α = 7.75, d = 0.01 at time levels

t = 10, t = 20 and t = 40.

Figure (8) depicts how the relative error (equation (2.14))of the last iteration at each

time step of the fully implicit scheme is maintained by the tolerance of the above numerical

simulations. As the relative error maintains the tolerance properly, we can conclude that the

numerical solutions of the Fully Implicit scheme converge to the solution of the considered

fractional reaction diffusion system.
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(c) γ = 0.8
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FIGURE 8. The relative error of the fully implicit scheme (relative error

of the last iteration at each time step) when the time step size is 0.001.
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3.3.2. Numerical solution in two spatial dimension. The system (2.8) is solved numeri-

cally on the 2D domain with L = 4 and initial conditions:

u(x, y, 0) = u02, (x, y) ∈ Ω,

v(x, y, 0) =

{

v02 + v02
Rand[0, 1]

10
, (x, y) ∈ ω

0, (x, y) ∈ Ω\ω.
(3.23)

Here ω =

{

(x, y) ∈ Ω,
L

2
− 5L

100
< x <

L

2
+

5L

100
,

L

2
− 5L

100
< y <

L

2
+

5L

100

}

.

Isosurfaces of the numerically evaluated v(x, y, t) using the fully implicit scheme are

shown in Figures (9). In these simulations the spatial and time grid sizes are ∆x = 0.05
and ∆t = 0.005, respectively.

(a) For γ = 1.0.

(b) For γ = 0.9.

(c) For γ = 0.8.

(d) For γ = 0.7.
FIGURE 9. Isosurfaces of numerical solutions v(x, y, t) at different val-

ues of γ for the parameter values λ = 3.5, α = 7.75, d = 0.01.

According to Figure (9) the number of branches of the spatial-temporal patterns does

not depend on γ. That is, this numerical result agree with the property that nmax is inde-

pendent of γ. Also, we can observe that the time spent to make branches decreases as γ
decreases. This result agree with the theoretically derived result that when α < αγfree(λ, d)
the maximum growth rate, σmax increases as γ decreases.

Figure (10) shows the variation of patterns with diffusion rate d when other parameters

and the fractional order are fixed. We observed that as d decreases the heterogeneity of

the spatial-temporal patterns increases. This result agree with the effect of the d on pattern

formation shown in Figure (6).
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(a) For d = 0.02. (b) For d = 0.01. (c) For d = 0.005.
FIGURE 10. Isosurfaces of numerical solutions v(x, y, t) at different

levels of d for the parameter values λ = 3.5, α = 7.75 and γ = 0.9.

4. CONCLUSIONS

We can draw a number of conclusions from our analysis and numerical simulations. The

real part of the growth rate σ, Re(σ), increases as d decreases from dc. Also the wave mode

corresponds to maximum growth rate and the range of unstable wave modes increases as

d decreases from dc. These observations imply that as d decreases from dc, the growth

rate increases and the heterogeneity of the spatial structures formed by the solutions of the

model increases.

For a fixed d, the range of unstable wave modes (the range of k) does not depend on γ
whereas Re(σ) does. In addition, the wave mode corresponding to the maximum growth

rate does not depend on γ when other parameters are fixed.

There exist a surface φ(α, λ, d) = g(µ1)−h(µ1)− 1 = 0 on which maximum growth rate

is independent of γ. In other words, the spatial temporal pattern formation behaviour of the

model is independent of the time fractional exponent at a point (say (αγfree, λγfree, dγfree))
on the surface given by φ(α, λ, d) = 0.

As α increases from αmin to αmax by keeping other parameters fixed, the value of nmax

increases. Also, nmax increases as d decreases. This implies that the heterogeneity of the

spatial patterns generated by the solutions increases as α increases and d decreases when

other parameters are fixed. In addition, the spatial heterogeneity does not depend on the

value of γ whereas the growth rate does.
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