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#### Abstract

In this paper, we investigate the existence and uniqueness of mild solutions of a boundary value problem for Caputo-Hadamard fractional differential equations with integral and anti-periodic conditions. Our analysis relies on classical fixed point theorems. Examples are given to illustrate our results.


## 1. Introduction

The concept of fractional calculus is a generalization of the ordinary differentiation and integration to arbitrary non integer order. Fractional differential equations with and without delay arise from a variety of applications including in various fields of science and engineering such as applied sciences, physics, chemistry, biology, medicine, etc. In particular, problems concerning qualitative analysis of linear and nonlinear fractional differential equations with and without delay have received the attention of many authors, see [1]-[16], [18]-[32] and the references therein. Fractional differential equations involving Riemann-Liouville and Caputo type fractional derivatives have been studied extensively by several researchers. However, the literature on Hadamard type fractional differential equations is not yet as enriched. The fractional derivative due to Hadamard, introduced in 1892, differs from the aforementioned derivatives in the sense that the kernel of the integral in the definition of Hadamard derivative contains a logarithmic function of arbitrary exponent.

Recently in [32], Xu discussed the existence and uniqueness of solutions of the following fractional differential equation

$$
\left\{\begin{array}{l}
{ }^{c} D^{q} x(t)=f(t, x(t)), t \in[0,1], 1<q \leq 2 \\
x(1)=\mu \int_{0}^{1} x(s) d s, x^{\prime}(0)+x^{\prime}(1)=0
\end{array}\right.
$$

where ${ }^{c} D^{\alpha}$ denotes the Caputo fractional derivative of order $q, f:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ is a given continuous function.
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The boundary value problems for the nonlinear fractional differential equation

$$
\left\{\begin{array}{l}
\mathfrak{D}_{1}^{\alpha} x(t)=f(t, x(t)), t \in[1, T], 0<\alpha \leq 1, \\
a x(1)+b x(T)=c,
\end{array}\right.
$$

has been investigated in [9], where $\mathfrak{D}_{1}^{\alpha}$ is the Caputo-Hadamard fractional derivative, $f:[1, T] \times \mathbb{R} \rightarrow \mathbb{R}$ is a given continuous function, $a, b$ and $c$ are real constants such that $a+b \neq 0$.

Motivated by these works, we study the existence and uniqueness of mild solutions for the following boundary value problem for the fractional differential equation

$$
\begin{align*}
\mathfrak{D}_{1}^{\alpha} x(t) & =f(t, x(t)), t \in[1, T],  \tag{1}\\
x(1)+x(T) & =b \int_{1}^{T} x(s) \frac{d s}{s}, \tag{2}
\end{align*}
$$

where $f:[1, T] \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function, $\mathfrak{D}_{1}^{\alpha}$ is the Caputo-Hadamard fractional derivative of order $0<\alpha<1$ and $b \in \mathbb{R}$ such that $2-b \log (T)>0$.

This paper is organized as follows. In Section 2, we recall briefly some basic definitions and preliminary facts which will be used throughout subsequent sections. In Section 3, we shall provide sufficient conditions ensuring the existence and uniqueness of mild solutions for the problem (1)-(2) via applications of classical fixed point theorems. Finally in Section 4, we give examples to illustrate the theory presented in the previous sections.

## 2. Preliminaries

In this section we present some basic definitions, notations and results of fractional calculus which are used throughout this paper.

Let $C([1, T], \mathbb{R})$ be the Banach space of all real-valued continuous functions defined on the compact interval $[1, T]$, endowed with the maximum norm.
Definition 1 ([21]). The Hadamard fractional integral of order $\alpha>0$ for a continuous function $x:[1,+\infty) \rightarrow \mathbb{R}$ is defined as

$$
\Im_{1}^{\alpha} x(t)=\frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} x(s) \frac{d s}{s}, \alpha>0
$$

Definition 2 ([20]). The Caputo-Hadamard fractional derivative of order $\alpha$ for $a$ continuous function $x:[1,+\infty) \rightarrow \mathbb{R}$ is defined as

$$
\mathfrak{D}_{1}^{\alpha} x(t)=\frac{1}{\Gamma(n-\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{n-\alpha-1} \delta^{n}(x)(s) \frac{d s}{s}, n-1<\alpha<n
$$

where $\delta^{n}=\left(t \frac{d}{d t}\right)^{n}, n=[\alpha]+1$.
Lemma 1 ([20]). Let $\alpha>0$. Suppose $x \in C^{n-1}([0,+\infty), \mathbb{R})$ and $x^{(n)}$ exists almost every-where on any bounded interval of $[1,+\infty)$. Then

$$
\mathfrak{D}_{1}^{\alpha}\left[\mathfrak{I}_{1}^{\alpha} x\right](t)=x(t),
$$

and

$$
\mathfrak{I}_{1}^{\alpha}\left[\mathfrak{D}_{1}^{\alpha} x\right](t)=x(t)-\sum_{k=0}^{n-1} \frac{x^{(k)}(1)}{\Gamma(k+1)}(\log t)^{k} .
$$

In particular, when $0<\alpha<1$, $\mathfrak{I}_{1}^{\alpha}\left[\mathfrak{D}_{1}^{\alpha} x\right](t)=x(t)-x(1)$.

Theorem 1 (Banach's fixed point theorem [17]). Let $\Omega$ be a non-empty closed subset of a Banach space $(S,\|\|$.$) , then any contraction mapping \Phi$ of $\Omega$ into itself has a unique fixed point.

Theorem 2 (Schaefer's fixed point theorem [17]). Let $S$ be a Banach space, and $\Phi: S \rightarrow S$ completely continuous operator. If the set $E=\{x \in S: x=\lambda \Phi x$, for some $\lambda \in(0,1)\}$ is bounded, then $N$ has fixed points.

## 3. Main Results

Let us start by defining what we mean by a solution of the problem (1)-(2).
Definition 3. A function $x \in C([1, T], \mathbb{R})$ is said to be a mild solution of the problem (1)-(2) if $x$ satisfies the corresponding integral equation of (1)-(2).

For the existence of solutions for the problem (1)-(2), we need the following auxiliary lemma.

Lemma 2. Let $\Delta=2-b \log (T), x \in C([1, T], \mathbb{R})$ and $x^{\prime}$ exists. If $x$ is a solution of the boundary value problem (1)-(2), then $x$ is a solution of the integral equation

$$
\begin{align*}
x(t) & =\frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} f(s, x(s)) \frac{d s}{s} \\
& +\frac{b}{\Delta \Gamma(\alpha)} \int_{1}^{T}\left(\int_{1}^{s}\left(\log \frac{s}{\sigma}\right)^{\alpha-1} f(\sigma, x(\sigma)) \frac{d \sigma}{\sigma}\right) \frac{d s}{s} \\
& -\frac{1}{\Delta \Gamma(\alpha)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{\alpha-1} f(s, x(s)) \frac{d s}{s} \tag{3}
\end{align*}
$$

for $t \in[1, T]$.
Proof. Suppose $x$ satisfies the problem (1)-(2). Then, by applying $\mathfrak{I}_{1}^{\alpha}$ to both sides of (1), we have

$$
\mathfrak{I}_{1}^{\alpha}\left(\mathfrak{D}_{1}^{\alpha} x(t)\right)=\mathfrak{I}_{1}^{\alpha}(f(t, u(t))) .
$$

In view of Lemma 1, we get

$$
\begin{equation*}
x(t)=x(1)+\mathfrak{I}_{1}^{\alpha}(f(t, u(t))) . \tag{4}
\end{equation*}
$$

The condition (2) implies that

$$
\begin{aligned}
& 2 x(1)+\frac{1}{\Gamma(\alpha)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{\alpha-1} f(s, x(s)) \frac{d s}{s} \\
& =b \log (T) x(1)+\frac{b}{\Gamma(\alpha)} \int_{1}^{T}\left(\int_{1}^{s}\left(\log \frac{s}{\sigma}\right)^{\alpha-1} f(\sigma, x(\sigma)) \frac{d \sigma}{\sigma}\right) \frac{d s}{s}
\end{aligned}
$$

so

$$
\begin{align*}
x(1) & =\frac{b}{\Delta \Gamma(\alpha)} \int_{1}^{T}\left(\int_{1}^{s}\left(\log \frac{s}{\sigma}\right)^{\alpha-1} f(\sigma, x(\sigma)) \frac{d \sigma}{\sigma}\right) \frac{d s}{s} \\
& -\frac{1}{\Delta \Gamma(\alpha)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{\alpha-1} f(s, x(s)) \frac{d s}{s} \tag{5}
\end{align*}
$$

Substituting (5) in (4) we get the integral equation (3). The proof is completed.

Now, we transform the integral equation (3) to be applicable to fixed point theorems, we define the operator $\Phi: C([1, T], \mathbb{R}) \rightarrow C([1, T], \mathbb{R})$ by

$$
\begin{aligned}
(\Phi x)(t) & =\frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} f(s, x(s)) \frac{d s}{s} \\
& +\frac{b}{\Delta \Gamma(\alpha)} \int_{1}^{T}\left(\int_{1}^{s}\left(\log \frac{s}{\sigma}\right)^{\alpha-1} f(\sigma, x(\sigma)) \frac{d \sigma}{\sigma}\right) \frac{d s}{s} \\
& -\frac{1}{\Delta \Gamma(\alpha)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{\alpha-1} f(s, x(s)) \frac{d s}{s}
\end{aligned}
$$

Where figured fixed point must satisfy the identity operator equation $\Phi u=u$.
In the following subsections we prove existence, as well as existence and uniqueness results, for the boundary value problem (1)-(2) by using a variety of fixed point theorems.

### 3.1. Existence and uniqueness results via Banach's fixed point theorem.

Theorem 3. Assume the following hypothesis
(H1) There exists a constant $k>0$ such that

$$
|f(t, x)-f(t, y)| \leq k|x-y|
$$

for $t \in[1, T]$ and $x, y \in \mathbb{R}$.
If

$$
\begin{equation*}
\frac{k(\log T)^{\alpha}}{\Gamma(\alpha+1)}+\frac{k|b|(\log T)^{\alpha+1}}{\Delta \Gamma(\alpha+2)}+\frac{k(\log T)^{\alpha}}{\Delta \Gamma(\alpha+1)}<1 \tag{6}
\end{equation*}
$$

then the boundary value problem (1)-(2) has a unique mild solution in $[1, T]$.
Proof. Let $\Phi$ defined by (3). Clearly, the fixed points of operator $\Phi$ are mild solutions of the problem (1)-(2). Let $x, y \in C([1, T], \mathbb{R})$. Then for $t \in[1, T]$, we have

$$
\begin{aligned}
& |(\Phi x)(t)-(\Phi y)(t)| \\
& \leq \frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1}|f(s, x(s))-f(t, y(s))| \frac{d s}{s} \\
& +\frac{|b|}{\Delta \Gamma(\alpha)} \int_{1}^{T}\left(\int_{1}^{s}\left(\log \frac{s}{\sigma}\right)^{\alpha-1}|f(\sigma, x(\sigma))-f(t, y(s))| \frac{d \sigma}{\sigma}\right) \frac{d s}{s} \\
& +\frac{1}{\Delta \Gamma(\alpha)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{\alpha-1}|f(s, x(s))-f(t, y(s))| \frac{d s}{s} \\
& \leq \frac{k(\log t)^{\alpha}}{\Gamma(\alpha+1)}\|x-y\|+\frac{k|b|(\log T)^{\alpha+1}}{\Delta \Gamma(\alpha+2)}\|x-y\|+\frac{k(\log T)^{\alpha}}{\Delta \Gamma(\alpha+1)}\|x-y\| \\
& \leq\left(\frac{k(\log T)^{\alpha}}{\Gamma(\alpha+1)}+\frac{k|b|(\log T)^{\alpha+1}}{\Delta \Gamma(\alpha+2)}+\frac{k(\log T)^{\alpha}}{\Delta \Gamma(\alpha+1)}\right)\|x-y\|
\end{aligned}
$$

Therefore

$$
\|\Phi x-\Phi y\| \leq\left(\frac{k(\log T)^{\alpha}}{\Gamma(\alpha+1)}+\frac{k|b|(\log T)^{\alpha+1}}{\Delta \Gamma(\alpha+2)}+\frac{k(\log T)^{\alpha}}{\Delta \Gamma(\alpha+1)}\right)\|x-y\|
$$

From (6), $\Phi$ is a contraction. As a consequence of Banach's fixed point theorem, we get that $\Phi$ has a unique fixed point which is the unique mild solution of the problem (1)-(2).

### 3.2. Existence results via Schaefer's fixed point theorem.

Theorem 4. Assume the following hypothesis
(H2) There exists a constant $M>0$ such that

$$
|f(t, x)| \leq M
$$

for $t \in[1, T]$ and each $x \in \mathbb{R}$.
Then the boundary value problem (1)-(2) has at least one mild solution in $[1, T]$.

Proof. We shall use Schaefer's fixed point theorem to prove that $\Phi$ defined by (3) has a fixed point. The proof will be given in several steps.

Step 1. The continuity of $f$ implies the continuity of the operator $\Phi$ defined by (3).

Step 2. $\Phi$ maps bounded sets into bounded sets in $C([1, T], \mathbb{R})$.
Indeed, it is enough to show that for any $\eta>0$, there exists a positive constant $l$ such that for each $x \in B_{\eta}=\{x \in C([1, T], \mathbb{R}):\|x\| \leq \eta\}$, we have $\|\Phi x\| \leq l$. In fact, we have

$$
\begin{aligned}
|(\Phi x)(t)| & \leq \frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1}|f(s, x(s))| \frac{d s}{s} \\
& +\frac{|b|}{\Delta \Gamma(\alpha)} \int_{1}^{T}\left(\int_{1}^{s}\left(\log \frac{s}{\sigma}\right)^{\alpha-1}|f(\sigma, x(\sigma))| \frac{d \sigma}{\sigma}\right) \frac{d s}{s} \\
& +\frac{1}{\Delta \Gamma(\alpha)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{\alpha-1}|f(s, x(s))| \frac{d s}{s} \\
& \leq \frac{M}{\Gamma(\alpha+1)}(\log t)^{\alpha}+\frac{M|b|}{\Delta \Gamma(\alpha+2)}(\log T)^{\alpha+1}+\frac{M}{\Delta \Gamma(\alpha+1)}(\log T)^{\alpha} \\
& \leq\left(\Delta+\frac{|b| \log T}{\alpha+1}+1\right) \frac{M}{\Delta \Gamma(\alpha+1)}(\log T)^{\alpha}
\end{aligned}
$$

Thus

$$
\|\Phi x\| \leq\left(\frac{(\Delta+1)(\alpha+1)+|b| \log T}{\alpha+1}\right) \frac{M}{\Delta \Gamma(\alpha+1)}(\log T)^{\alpha}=l
$$

Step 3. $\Phi$ maps bounded sets into equicontinuous sets of $C([1, T], \mathbb{R})$.

Let $t_{1}, t_{2} \in[1, T]$ with $t_{1}<t_{2}, B_{\eta}$ be a bounded set of $C([1, T], \mathbb{R})$ as in Step 2, and let $x \in B_{\eta}$. Then

$$
\begin{aligned}
& \left|(\Phi x)\left(t_{2}\right)-(\Phi x)\left(t_{1}\right)\right| \\
& \leq\left|\frac{1}{\Gamma(\alpha)} \int_{1}^{t_{2}}\left(\log \frac{t_{2}}{s}\right)^{\alpha-1} f(s, x(s)) \frac{d s}{s}-\frac{1}{\Gamma(\alpha)} \int_{1}^{t_{1}}\left(\log \frac{t_{1}}{s}\right)^{\alpha-1} f(s, x(s)) \frac{d s}{s}\right| \\
& \leq \frac{1}{\Gamma(\alpha)} \int_{1}^{t_{1}}\left|\left(\log \frac{t_{2}}{s}\right)^{\alpha-1}-\left(\log \frac{t_{1}}{s}\right)^{\alpha-1}\right||f(s, x(s))| \frac{d s}{s} \\
& +\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left(\log \frac{t_{2}}{s}\right)^{\alpha-1}|f(s, x(s))| \frac{d s}{s} \\
& \leq \frac{M}{\Gamma(\alpha)} \int_{1}^{t_{1}}\left(\left(\log \frac{t_{1}}{s}\right)^{\alpha-1}-\left(\log \frac{t_{2}}{s}\right)^{\alpha-1}\right) \frac{d s}{s}+\frac{M}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left(\log \frac{t_{2}}{s}\right)^{\alpha-1} \frac{d s}{s} \\
& \leq \frac{M}{\Gamma(\alpha+1)}\left(\left(\log t_{1}\right)^{\alpha}+\left(\log \frac{t_{2}}{t_{1}}\right)^{\alpha}-\left(\log t_{2}\right)^{\alpha}+\left(\log \frac{t_{2}}{t_{1}}\right)^{\alpha}\right) \\
& \leq \frac{2 M}{\Gamma(\alpha+1)}\left(\log \frac{t_{2}}{t_{1}}\right)^{\alpha} .
\end{aligned}
$$

As $t_{1} \rightarrow t_{2}$, the right-hand side of the above inequality tends to zero and the convergence is independent of $x$ in $B_{\eta}$. As consequence of Step 1 to Step 3, together with the Arzela-Ascoli theorem, we can conclude that $\Phi$ is completely continuous.

Step 4. Apriori bounds.
Now it remains to show that the set

$$
E=\{x \in C([1, T], \mathbb{R}): x=\lambda \Phi x \text { for some } 0<\lambda<1\}
$$

is bounded. Let $x \in E$, then $x=\lambda \Phi x$ for some $0<\lambda<1$. Thus, for each $t \in[1, T]$ we have

$$
\begin{aligned}
x(t) & =\lambda\left[\frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} f(s, x(s)) \frac{d s}{s}\right. \\
& +\frac{b}{\Delta \Gamma(\alpha)} \int_{1}^{T}\left(\int_{1}^{s}\left(\log \frac{s}{\sigma}\right)^{\alpha-1} f(\sigma, x(\sigma)) \frac{d \sigma}{\sigma}\right) \frac{d s}{s} \\
& \left.-\frac{1}{\Delta \Gamma(\alpha)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{\alpha-1} f(s, x(s)) \frac{d s}{s}\right] .
\end{aligned}
$$

For $\lambda \in(0,1)$, we have

$$
\begin{aligned}
|(\Phi x)(t)| & \leq \frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1}|f(s, x(s))| \frac{d s}{s} \\
& +\frac{|b|}{\Delta \Gamma(\alpha)} \int_{1}^{T}\left(\int_{1}^{s}\left(\log \frac{s}{\sigma}\right)^{\alpha-1}|f(\sigma, x(\sigma))| \frac{d \sigma}{\sigma}\right) \frac{d s}{s} \\
& +\frac{1}{\Delta \Gamma(\alpha)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{\alpha-1}|f(s, x(s))| \frac{d s}{s} \\
& \leq \frac{M}{\Gamma(\alpha+1)}(\log t)^{\alpha}+\frac{M|b|}{\Delta \Gamma(\alpha+2)}(\log T)^{\alpha+1}+\frac{M}{\Delta \Gamma(\alpha+1)}(\log T)^{\alpha} \\
& \leq\left(\Delta+\frac{|b| \log T}{\alpha+1}+1\right) \frac{M}{\Delta \Gamma(\alpha+1)}(\log T)^{\alpha}=R
\end{aligned}
$$

Thus

$$
\|\Phi x\| \leq\left(\frac{(\Delta+1)(\alpha+1)+|b| \log T}{\alpha+1}\right) \frac{M}{\Delta \Gamma(\alpha+1)}(\log T)^{\alpha}=R .
$$

This implies that the set $E$ is bounded. As a consequence of Schaefer's fixed point theorem, we deduce that $\Phi$ has a fixed point which is a mild solution of the problem (1)-(2).

## 4. Examples

In this section, we present some examples to illustrate our results of the previous section.

Example 1. We consider the fractional boundary value problem

$$
\begin{align*}
\mathfrak{D}^{\frac{1}{2}} x(t) & =\frac{\sin (x(t))}{5 t}, t \in[1, e],  \tag{7}\\
x(1)+x(e) & =\int_{1}^{e} x(s) \frac{d s}{s} \tag{8}
\end{align*}
$$

where $\alpha=\frac{1}{2}, T=e, b=1$ and $f(t, x)=\frac{\sin (x)}{5 t}$. For any $x, y \in \mathbb{R}$ and $t \in[1, e]$, we have

$$
|f(t, x)-f(t, y)| \leq \frac{1}{5}|x-y|
$$

Therefore, the condition $\frac{k(\log T)^{\alpha}}{\Gamma(\alpha+1)}+\frac{k|b|(\log T)^{\alpha+1}}{\Delta \Gamma(\alpha+2)}+\frac{k(\log T)^{\alpha}}{\Delta \Gamma(\alpha+1)}<1$ holds with $k=\frac{1}{5}$ and $\Delta=1$. Indeed, $\frac{2}{5 \Gamma\left(\frac{1}{2}+1\right)}+\frac{1}{5 \Gamma\left(\frac{1}{2}+2\right)} \simeq 0.60<1$. By Theorem 3, the problem (7)-(8) has a unique mild solution in $[1, e]$.

Example 2. We consider the fractional boundary value problem

$$
\begin{align*}
\mathfrak{D}^{\frac{1}{2}} x(t) & =\frac{\cos (x(t))}{2 \exp (-t)}, t \in[1, e],  \tag{9}\\
x(1)+x(e) & =\frac{1}{2} \int_{1}^{e} x(s) \frac{d s}{s}, \tag{10}
\end{align*}
$$

where $\alpha=\frac{1}{2}, T=e, b=\frac{1}{2}, \Delta=\frac{3}{2}$ and $f(t, x)=\frac{\cos (x)}{2 \exp (-t)}$. We have

$$
|f(t, x)| \leq \frac{|\cos (x)|}{2 \exp (-t)} \leq \frac{1}{2 e^{-e}}
$$

Choosing $M=\frac{1}{2 e^{-e}}$, then by Theorem 4, the problem (9)-(10) has a mild solution in $[1, e]$.
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