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#### Abstract

By making use of certain linear operator involving the generalized multiplier transformation, the authors introduce a new subclass of $p$-valent meromorphic functions with positive coefficients and investigate various subordination relationships. Relevant connections of the main results with various known results are also considered.


## 1. Introduction and Preliminaries

Let $\Sigma_{p, m}$ be the class of functions of the form

$$
\begin{equation*}
f(z)=z^{-p}+\sum_{k=m}^{\infty} a_{k} z^{k} \quad(p, m \in \mathbb{N}:=\{1,2,3, \ldots\}) \tag{1}
\end{equation*}
$$

which are analytic and $p$-valent in the punctured unit disk $\mathcal{U}^{*}:=\mathcal{U} \backslash\{0\}$, where $\mathcal{U}=\{z \in \mathbb{C}:|z|<1\}$. For the functions $f \in \Sigma_{p, m}$ of the form (1) and $g \in \Sigma_{p, m}$ given by $g(z)=z^{-p}+\sum_{k=m}^{\infty} b_{k} z^{k}$, the Hadamard (or convolution) product of $f$ and $g$ is defined by

$$
(f * g)(z):=z^{-p}+\sum_{k=m}^{\infty} a_{k} b_{k} z^{k}, z \in \mathcal{U}^{*}
$$

For $\lambda, l>0, n \in \mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$ and a function $f$ of the form (1), H. E. Darwish et al. [4] defined the linear operator $\mathfrak{J}_{p}^{n}(\lambda, l)$ by

$$
\mathfrak{J}_{p}^{n}(\lambda, l) f=\Phi^{n}(\lambda, l) * f
$$

where

$$
\Phi^{n}(\lambda, l)(z):=z^{-p}+\sum_{k=m}^{\infty}\left[1+\frac{\lambda(p+k)}{l}\right]^{n} z^{k}, z \in \mathcal{U}^{*}
$$

Thus, we have

$$
\begin{equation*}
\mathfrak{J}_{p}^{n}(\lambda, l) f(z)=z^{-p}+\sum_{k=m}^{\infty}\left[1+\frac{\lambda(p+k)}{l}\right]^{n} a_{k} z^{k}, z \in \mathcal{U}^{*} \tag{2}
\end{equation*}
$$

[^0]and it is easily verified from (2) that
\[

$$
\begin{equation*}
\lambda z\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{\prime}=l \mathfrak{J}_{p}^{n+1}(\lambda, l) f(z)-(\lambda p+l) \mathfrak{J}_{p}^{n}(\lambda, l) f(z), z \in \mathcal{U}^{*} \quad(\lambda>0) \tag{3}
\end{equation*}
$$

\]

We also note that

$$
\mathfrak{J}_{p}^{0}(\lambda, l) f=f \quad \text { and } \quad \mathfrak{J}_{p}^{1}(1,1) f(z)=z f^{\prime}(z)+(p+1) f(z)
$$

Remark 1.1. By specializing the parameters $\lambda, l$ and $p$, the multiplier transformation $\mathfrak{J}_{p}^{n}(\lambda, l)$ reduced to the following familiar operators:
(i) For the choice of $\lambda=l=1$, the operator defined in (2) reduces to the operator $D^{n}$ studied by Aouf et al.[2], Liu et al. [7] and Srivastava and Patel [12];
(ii) Taking $p=1$, the multiplier transformation $\mathfrak{J}_{p}^{n}(\lambda, l)$ yields the operator $I(n, l)$ which was investigated by Cho et al. [3];
(iii) For the choice of $p=l=1$, the operator $\mathfrak{J}_{p}^{n}(\lambda, l)$ reduces to the operator $D_{\lambda, p}^{n}$ studied by Al-Oboudi et al. [1];
(iv) A special case of the operator $\mathfrak{J}_{p}^{n}(\lambda, l)$ for $p=\lambda=l=1$ gives the operator $I^{n}$ investigated by Uralegaddi and Somanatha [13].

If $f$ and $g$ are two analytic functions in $\mathcal{U}$, we say that $f$ is said to be subordinate to $g$, written symbolically as $f(z) \prec g(z)$, if there exists a Schwarz function $w$, which (by definition) is analytic in $\mathcal{U}$, with $w(0)=0$, and $|w(z)|<1$ for all $z \in \mathcal{U}$, such that $f(z)=g(w(z)), z \in \mathcal{U}$.

If the function $g$ is univalent in $\mathcal{U}$, then we have the following equivalence (c.f [9, 10]):

$$
f(z) \prec g(z) \Leftrightarrow f(0)=g(0) \quad \text { and } \quad f(\mathcal{U}) \subset g(\mathcal{U})
$$

In proving our main results, we need each of the following definitions and lemmas.
Definition 1.1. [14] A sequence $\left\{b_{n}\right\}_{n \in \mathbb{N}}$ of complex numbers is said to be a subordination factor sequence if for each function $f(z)=\sum_{k=0}^{\infty} a_{k} z^{k}, z \in \mathcal{U}$, from the class of convex (univalent) functions in $\mathcal{U}$, denoted by $S^{c}$, we have

$$
\sum_{n=1}^{\infty} b_{n} a_{n} z^{n} \prec f(z) \quad\left(\text { where } \quad a_{1}=1\right) .
$$

Lemma 1.1. [14] A sequence $\left\{b_{n}\right\}_{n \in \mathbb{N}}$ is a subordinating factor sequence if and only if

$$
\begin{equation*}
\operatorname{Re}\left(1+2 \sum_{n=1}^{\infty} b_{n} z^{n}\right)>0, z \in \mathcal{U} \tag{4}
\end{equation*}
$$

Lemma 1.2. [9, 10] Let the function $h$ be analytic and convex (univalent) in $\mathcal{U}$ with $h(0)=1$. Suppose also that the function $\phi$ given by

$$
\begin{equation*}
\phi(z)=1+c_{p+m} z^{p+m}+c_{p+m+1} z^{p+m+1}+\ldots, z \in \mathcal{U} \tag{5}
\end{equation*}
$$

is analytic in $\mathcal{U}$. If

$$
\begin{equation*}
\phi(z)+\frac{z \phi^{\prime}(z)}{\gamma} \prec h(z) \quad\left(\operatorname{Re} \gamma \geq 0, \gamma \in \mathbb{C}^{*}\right) \tag{6}
\end{equation*}
$$

then

$$
\phi(z) \prec \psi(z)=\frac{\gamma}{p+m} z^{-\frac{\gamma}{p+m}} \int_{0}^{z} t^{\frac{\gamma}{p+m}-1} h(t) d t \prec h(z)
$$

and $\psi$ is the best dominant.
Lemma 1.3. [11] Let the function $p$ be analytic in $\mathcal{U}$, such that $p(0)=1$ and $p(z) \neq 0$ for all $z \in \mathcal{U}$. If there exists a point $z_{0} \in \mathcal{U}$ such that

$$
|\arg p(z)|<\frac{\pi \delta}{2}, \quad \text { for } \quad|z|<\left|z_{0}\right|
$$

and

$$
\left|\arg p\left(z_{0}\right)\right|=\frac{\pi \delta}{2} \quad(\delta>0)
$$

then we have

$$
\frac{z_{0} p^{\prime}\left(z_{0}\right)}{p\left(z_{0}\right)}=i k \delta
$$

where

$$
k \geq \frac{1}{2}\left(c+\frac{1}{c}\right), \quad \text { when } \quad \arg p\left(z_{0}\right)=\frac{\pi \delta}{2}
$$

and

$$
k \leq-\frac{1}{2}\left(c+\frac{1}{c}\right), \quad \text { when } \quad \arg p\left(z_{0}\right)=-\frac{\pi \delta}{2}
$$

where

$$
p\left(z_{0}\right)^{1 / \delta}= \pm i c, \quad \text { and } \quad c>0
$$

We shall also make use of the Gaussian hypergeometric function ${ }_{2} F_{1}$ defined by
${ }_{2} F_{1}(a, b ; c ; z)=\sum_{k=0}^{\infty} \frac{(a)_{k}(b)_{k}}{(c)_{k}} \frac{z^{k}}{k!}, z \in \mathcal{U} \quad\left(a, b, c \in \mathbb{C}, c \notin \mathbb{Z}_{0}^{-}:=\{0,-1,-2, \ldots\}\right)$,
where $(d)_{k}$ denotes the Pochhammer symbol given in terms of the Gamma function $\Gamma$, by

$$
(d)_{k}=\frac{\Gamma(d+k)}{\Gamma(d)} \begin{cases}1, & \text { if } \quad k=0, d \in \mathbb{C}^{*}  \tag{8}\\ d(d+1) \ldots(d+k-1), & \text { if } k \in \mathbb{N}, d \in \mathbb{C}\end{cases}
$$

The series defined by (7) converges absolutely in $\mathcal{U}$, hence ${ }_{2} F_{1}$ represents an analytic function in $\mathcal{U}$ [15, Ch.14].
Lemma 1.4. [15] For the complex numbers $a, b$ and $c$, with $c \notin \mathbb{Z}_{0}^{-}=\{0,-1,-2, \ldots\}$, the following identities hold:

$$
\begin{array}{r}
\int_{0}^{1} t^{b-1}(1-t)^{c-b-1}(1-t z)^{-a} d t=\frac{\Gamma(b) \Gamma(c-b)}{\Gamma(c)}{ }_{2} F_{1}(a, b ; c ; z), z \in \mathcal{U} \\
\text { for } \operatorname{Re} c>\operatorname{Re} b>0 \\
{ }_{2} F_{1}(a, b ; c ; z)=(1-z)^{-a}{ }_{2} F_{1}\left(a, c-b ; c ; \frac{z}{z-1}\right), z \in \mathcal{U} \tag{11}
\end{array}
$$

and

$$
\begin{equation*}
(b+1)_{2} F_{1}(1, b ; b+1 ; z)=(b+1)+b z_{2} F_{1}(1, b+1 ; b+2 ; z), z \in \mathcal{U} \tag{12}
\end{equation*}
$$

Now we introduce a subclass of $\Sigma_{p, m}$ by making use of the generalized multiplier transformation $\mathfrak{J}_{p}^{n}(\lambda, l)$, as follows:

Definition 1.2. (i) For the fixed parameters $A$ and $B$, with $-1 \leq B<A \leq 1$, the function $f \in \Sigma_{p, m}$ is in the class $\mathcal{R}_{n, m}(\lambda, p, l ; \alpha)$, if it satisfies the following subordination condition

$$
\begin{gathered}
-\left[\alpha z^{p+2}\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{\prime \prime}+(1-\alpha) z^{p+1}\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{\prime}\right] \\
(1-\alpha) p-p(p+1) \alpha \\
\left(0 \leq \alpha<1 / p+2, \lambda>0, l>0, n \in \mathbb{N}_{0}\right)
\end{gathered}
$$

or equivalently

$$
\begin{equation*}
\left|\frac{\alpha z^{p+2}\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{\prime \prime}+(1-\alpha) z^{p+1}\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{\prime}+(1-\alpha) p-(p+1) p \alpha}{[(1-\alpha) p-(p+1) p \alpha] A+\left[\alpha z^{p+2}\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{\prime \prime}+(1-\alpha) z^{p+1}\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{\prime}\right] B}\right|<1, \tag{13}
\end{equation*}
$$

Remark 1.2. Some special cases of the above defined subclass were studied by different authors, as follows:
(i) $\mathcal{R}_{n, m}(\lambda, p, l ; 0)=: \sum_{p, m}^{n}(\lambda, l ; A, B)$ (see Aouf et al. [5]);
(ii) $\mathcal{R}_{n, 0}(1, p, 1 ; 0)=: R_{n, p}(A, B)$ (see Liu and Srivastava [7]);
(iii) $\mathcal{R}_{n, m}(1, p, 1 ; 0)=: \Sigma_{p, m}^{n}(A, B)$ (see Srivastava and Patel [12]);

A study of such multiplier transformations was initiated and studied systematically by Jung et al[6].The generalized multiplier transformation defined by (2) has been extensively studied by many authors $[1,2,3,5,7,12,13]$ with suitable restriction on the parameters $\lambda, p, l$ and for $f$ belonging to some favoured classes of analytic functions. In particular, Liu and Srivastava [7] obtained several inclusion relationships for certain class of functions defined by the generalized multiplier transformation with $\lambda=l=1$.

Moreover, using the principle of subordination, El-Ashwah et al. [5] proved some inclusion results and subordination theorems involving the generalized multiplier transformation defined by (2). Similar results were obtained by Srivastava and Patel [12] with restrictions on $l$ and $\lambda$.

Our work is essentially motivated by the aforementioned works of [5] and [12]. A subordination relationship involving the class $\mathcal{R}_{n, m}(\lambda, p, l ; \alpha)$ and certain subordination properties involving the linear operator defined in (2) and argument estimate results are also investigated.

## 2. CoEfficient estimates and subordination results for the class <br> $$
\mathcal{R}_{n, m}(\lambda, p, l ; \alpha)
$$

First, we will prove the following lemma which gives a sufficient condition for functions belonging to the class $\mathcal{R}_{n, m}(\lambda, p, l ; \alpha)$.

Lemma 2.1. A sufficient condition for a function $f$ of the form (1) to be in the class $\mathcal{R}_{n, m}(\lambda, p, l ; \alpha)$ is

$$
\begin{equation*}
\sum_{k=m}^{\infty} \omega_{k}\left|a_{k}\right| \leq p(A-B)[(1-\alpha)-(p+1) \alpha] \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{k}=k\left[\frac{l+\lambda(p+k)}{l}\right]^{n}[\alpha(k-1)+(1-\alpha)](1+|B|), \quad(k \geq m) \tag{15}
\end{equation*}
$$

Proof. A function $f$ of the form (1) belongs to the class $\mathcal{R}_{n, m}(\lambda, p, l ; \alpha)$ if and only if there exists a Schwarz function $w$, such that

$$
\frac{-\left[\alpha z^{p+2}\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{\prime \prime}+(1-\alpha) z^{p+1}\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{\prime}\right]}{(1-\alpha) p-p(p+1) \alpha}=\frac{1+A w(z)}{1+B w(z)}, z \in \mathcal{U}
$$

Since $|w(z)| \leq|z|$ for all $z \in \mathcal{U}$, the above relation is equivalent to (13). Thus, it is sufficient to prove that

$$
\begin{gathered}
\left|\alpha z^{p+2}\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{\prime \prime}+(1-\alpha) z^{p+1}\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{\prime}+(1-\alpha) p-(p+1) p \alpha\right| \\
-\left|[(1-\alpha) p-(p+1) p \alpha] A+\left[\alpha z^{p+2}\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{\prime \prime}+(1-\alpha) z^{p+1}\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{\prime}\right] B\right|<0
\end{gathered}
$$

Indeed, letting $|z|=r(0<r<1)$ and using (14), we have

$$
\begin{gathered}
\left|\alpha z^{p+2}\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{\prime \prime}+(1-\alpha) z^{p+1}\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{\prime}+(1-\alpha) p-(p+1) p \alpha\right| \\
-\left|[(1-\alpha) p-(p+1) p \alpha] A+\left[\alpha z^{p+2}\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{\prime \prime}+(1-\alpha) z^{p+1}\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{\prime}\right] B\right| \\
=\left|\sum_{k=m}^{\infty} a_{k}\left[\frac{l+\lambda(k+p)}{l}\right]^{n} k[\alpha(k-1)+(1-\alpha)] z^{k+p}\right| \\
-\left|p(A-B)[(1-\alpha)-(p+1) \alpha]+B \sum_{k=m}^{\infty} a_{k}\left[\frac{l+\lambda(k+p)}{l}\right]^{n} k[\alpha(k-1)+(1-\alpha)] z^{k+p}\right| \\
\leq \sum_{k=m}^{\infty}\left|a_{k}\right|\left[\frac{l+\lambda(k+p)}{l}\right]^{n} k[\alpha(k-1)+(1-\alpha)] r^{k+p}-p(A-B)[(1-\alpha)-(p+1) \alpha] \\
+|B| \sum_{k=m}^{\infty}\left|a_{k}\right|\left[\frac{l+\lambda(k+p)}{l}\right]^{n} k[\alpha(k-1)+(1-\alpha)] r^{k+p} \\
\leq \sum_{k=m}^{\infty}\left|a_{k}\right| \omega_{k} r^{k+p}-p(A-B)[(1-\alpha)-(p+1) \alpha]<0,
\end{gathered}
$$

hence $f \in \mathcal{R}_{n, m}(\lambda, p, l ; \alpha)$.
Our next result provides a sharp subordination result involving the functions of the class $\mathcal{R}_{n, m}(\lambda, p, l ; \alpha)$.

Theorem 2.1. Let the sequence $\left\{\omega_{k}\right\}_{k \in \mathbb{N}}$ defined by (15) be a nondecreasing sequence. If the function $f$ of the form (1) belongs to the class $\mathcal{R}_{n, m}(\lambda, p, l ; \alpha)$ and $h \in \mathcal{S}^{c}$, then

$$
\begin{equation*}
\left(\chi\left(z^{p+1} f\right) * h\right)(z) \prec h(z) \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Re}\left(z^{p+1} f(z)\right)>-\frac{1}{2 \chi}, z \in \mathcal{U} \tag{17}
\end{equation*}
$$

whenever

$$
\chi=\frac{\omega_{m}}{2\left\{p(A-B)[(1-\alpha)-(p+1) \alpha]+\omega_{m}\right\}}
$$

Moreover, the number $\chi$ cannot be replaced by a larger number for odd $p$ and $m$.
Proof. Supposing that the function $h \in \mathcal{S}^{c}$ is of the form

$$
h(z)=\sum_{k=1}^{\infty} b_{k} z^{k}, z \in \mathcal{U} \quad\left(\text { where } \quad b_{1}=1\right)
$$

then

$$
\sum_{k=1}^{\infty} d_{k} b_{k} z^{k}=\left(\chi\left(z^{p+1} f\right) * h\right)(z) \prec h(z)
$$

where

$$
d_{k}= \begin{cases}\chi, & \text { if } k=1 \\ 0, & \text { if } 2 \leq k \leq m+p \\ \chi a_{k+p+1}, & \text { if } \quad k>m+p\end{cases}
$$

Now, using the Definition 1.1, the subordination result in (16) holds if $\left\{d_{k}\right\}_{k \in \mathbb{N}}$ is a subordinating factor sequence.

Since $\left\{\omega_{k}\right\}_{k \in \mathbb{N}}$ is a nondecreasing sequence we have

$$
\begin{gather*}
\operatorname{Re}\left(1+2 \sum_{k=1}^{\infty} d_{k} z^{k}\right)=\operatorname{Re}\left(1+\frac{\omega_{m}}{p(A-B)[(1-\alpha)-(p+1) \alpha]+\omega_{m}} z+\right.  \tag{18}\\
\left.\sum_{k=m}^{\infty} \frac{\omega_{m}}{p(A-B)[(1-\alpha)-(p+1) \alpha]+\omega_{m}} a_{k} z^{k+p}\right) \geq \\
1-\frac{\omega_{m}}{p(A-B)[(1-\alpha)-(p+1) \alpha]+\omega_{m}} r \\
-\frac{r}{p(A-B)[(1-\alpha)-(p+1) \alpha]+\omega_{m}} \sum_{k=m}^{\infty} \omega_{k}\left|a_{k}\right|,|z|=r<1 .
\end{gather*}
$$

Thus, by using Lemma 2.1 in (18) we obtain

$$
\begin{gathered}
\operatorname{Re}\left(1+2 \sum_{k=1}^{\infty} d_{k} z^{k}\right) \geq 1-\frac{\omega_{m}}{p(A-B)[(1-\alpha)-(p+1) \alpha]+\omega_{m}} r \\
-\frac{r}{p(A-B)[(1-\alpha)-(p+1) \alpha]+\omega_{m}} p(A-B)[(1-\alpha)-(p+1) \alpha]>0, z \in \mathcal{U}
\end{gathered}
$$

which proves the inequality (4), hence also the subordination result asserted by (16).

The inequality (17) asserted by Theorem 2.1 would follow from (16) upon setting

$$
h(z)=\frac{z}{1-z}=\sum_{n=1}^{\infty} z^{n}, z \in \mathcal{U}
$$

We also observe that, whenever the functions of the form

$$
f_{k}(z)=z^{-p}+\frac{p(A-B)[(1-\alpha)-(p+1) \alpha]}{k\left[\frac{l+\lambda(p+k)}{l}\right]^{n}[\alpha(k-1)+(1-\alpha)](1+|B|)} z^{k}, z \in \mathcal{U}^{*} \quad(k \geq m)
$$

belong to the class $\mathcal{R}_{n, m}(\lambda, p, l ; \alpha)$, for $p$ and $m$ odd numbers, we have

$$
\left.z^{p+1} f_{m}(z)\right|_{z=-1}=\frac{-1}{2 \chi}
$$

and the constant $\chi$ is the best estimate.
3. Subordination properties of the operator $\mathfrak{J}_{p}^{n}(\lambda, l)$ and Argument ESTIMATES

In this section we obtain certain subordination properties involving the operator $\mathfrak{J}_{p}^{n}(\lambda, l)$.
Theorem 3.1. For $f \in \Sigma_{p, m}$ let the operator $\mathcal{T}$ be defined by

$$
\begin{equation*}
\mathcal{T} f(z):=\left[1-\beta-\left(p+\frac{l}{\lambda}\right) \beta\right] \mathfrak{J}_{p}^{n}(\lambda, l) f(z)+\frac{\beta l}{\lambda} \mathfrak{J}_{p}^{n+1}(\lambda, l) f(z) \tag{19}
\end{equation*}
$$

for $\lambda, l>0$ and $0<\beta<\frac{1}{p+1}$.
(i) If

$$
\begin{equation*}
\frac{\mathcal{T}^{(j)} f(z)}{(-1)^{j} z^{-p-j}(p)_{j}} \prec(1-\beta-\beta p) \frac{1+A z}{1+B z} \quad\left(j \in \mathbb{N}_{0}\right) \tag{20}
\end{equation*}
$$

and $(p)_{j}$ is defined by (8), then

$$
\begin{equation*}
\frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j)}}{(-1)^{j} z^{-p-j}(p)_{j}} \prec \widetilde{q}(z) \prec \frac{1+A z}{1+B z} \tag{21}
\end{equation*}
$$

where the function $\widetilde{q}$ is given by
$\widetilde{q}(z)= \begin{cases}\frac{A}{B}+\left(1-\frac{A}{B}\right)(1+B z)^{-1}{ }_{2} F_{1}\left(1,1 ; \frac{1-\beta-\beta p}{\beta(p+m)}+1 ; \frac{B z}{1+B z}\right), & \text { if } B \neq 0, \\ 1+\frac{A(1-\beta-\beta p)}{1-\beta+\beta m} z, & \text { if } B=0,\end{cases}$
and it is the best dominant of (21).
(ii) Moreover,

$$
\begin{equation*}
\operatorname{Re} \frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j)}}{(-1)^{j} z^{-p-j}}>(p)_{j} \sigma_{1}, z \in \mathcal{U} \tag{22}
\end{equation*}
$$

where

$$
\sigma_{1}= \begin{cases}\frac{A}{B}+\left(1-\frac{A}{B}\right)(1-B)^{-1}{ }_{2} F_{1}\left(1,1 ; \frac{1-\beta-\beta p}{\beta(p+m)}+1 ; \frac{B}{B-1}\right), & \text { if } B \neq 0, \\ 1-\frac{A(1-\beta-\beta p)}{1-\beta+\beta m}, & \text { if } B=0 .\end{cases}
$$

The inequality (22) is the best possible.
Proof. From (19) and (3) we easily obtain

$$
\begin{equation*}
\mathcal{T}^{(j)} f(z)=(1-\beta+\beta j)\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j)}+\beta z\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j+1)}, z \in \mathcal{U}^{*} \tag{23}
\end{equation*}
$$

Letting

$$
q(z):=\frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j)}}{(-1)^{j} z^{-p-j}(p)_{j}}
$$

with $f \in \Sigma_{p, m}$, then $q$ is is analytic in $\mathcal{U}$ and has the form (5). Also, note that

$$
\begin{equation*}
(1-\beta-\beta p)\left[q(z)+\frac{\beta}{1-\beta-\beta p} z q^{\prime}(z)\right]=\frac{\mathcal{T}^{(j)} f(z)}{(-1)^{j} z^{-p-j}(p)_{j}} \tag{24}
\end{equation*}
$$

Then, by (20) we have

$$
q(z)+\frac{\beta}{1-\beta-\beta p} z q^{\prime}(z) \prec \frac{1+A z}{1+B z} .
$$

Now, by using Lemma 1.2 for $\gamma=\frac{1-\beta-\beta p}{\beta}$ and whenever $\gamma>0$, by a changing of variables followed by the use of the identities (10), (11) and (12), we deduce that

$$
\begin{aligned}
& \frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j)}}{(-1)^{j} z^{-p-j}(p)_{j}} \prec \widetilde{q}(z)=\frac{(1-\beta-\beta p)}{\beta(p+m)} z^{-\frac{(1-\beta-\beta p)}{\beta(p+m)}} \int_{0}^{z} t^{\frac{(1-\beta-\beta p)}{\beta(p+m)}-1} \frac{1+A t}{1+B t} d t \\
= & \begin{cases}\frac{A}{B}+\left(1-\frac{A}{B}\right)(1+B z)^{-1}{ }_{2} F_{1}\left(1,1 ; \frac{1-\beta-\beta p}{\beta(p+m)}+1 ; \frac{B z}{1+B z}\right), & \text { if } B \neq 0, \\
1+\frac{A(1-\beta-\beta p)}{1-\beta+\beta m} z, & \text { if } B=0,\end{cases}
\end{aligned}
$$

which proves the assertion (21) of our theorem.
Next, in order to prove the assertion (22), it sufficies to show that

$$
\begin{equation*}
\inf \{\operatorname{Re} \widetilde{q}(z): z \in \mathcal{U}\}=\widetilde{q}(-1) \tag{25}
\end{equation*}
$$

Indeed, for $|z| \leq r<1$ we have

$$
\operatorname{Re} \frac{1+A z}{1+B z} \geq \frac{1-A r}{1-B r}
$$

and setting

$$
\mathcal{E}(s, z)=\frac{1+A s z}{1+B s z} \quad \text { and } \quad d \mu(s)=\frac{1-\beta-\beta p}{\beta(p+m)} s^{\frac{1-\beta-\beta p}{\beta(p+m)}-1} d s \quad(0 \leq s \leq 1)
$$

which is a positive measure on the closed interval $[0,1]$ whenever $0<\beta<\frac{1}{p+1}$, we get

$$
\widetilde{q}(z)=\int_{0}^{1} \mathcal{E}(s, z) d \mu(s)
$$

and

$$
\operatorname{Re} \widetilde{q}(z) \geq \int_{0}^{1} \frac{1-A s r}{1-B s r} d \mu(s)=\widetilde{q}(-r),|z| \leq r<1
$$

Letting $r \rightarrow 1^{-}$in the above inequality we obtain the assertion (25) of our theorem. The estimate in (22) is the best possible since the function $\widetilde{q}$ is the best dominant of (21).

Taking $n=0, l=m=\lambda=1, A=1-\frac{2 \alpha}{(1-\beta-\beta p)(p)_{j}}$ and $B=-1$ in Theorem 3.1 we get the following result:

Corollary 3.1. Let $\mathcal{T} f(z)=(1-\beta) f(z)+\beta z f^{\prime}(z)$, where $f \in \Sigma_{p, 1}$. If $0<\beta<$ $\frac{1}{p+1}$, then

$$
\operatorname{Re} \frac{\mathcal{T}^{(j)} f(z)}{(-1)^{j} z^{-p-j}}>\alpha, z \in \mathcal{U} \quad\left(0 \leq \alpha<(p)_{j}(1-\beta-\beta p), j \in \mathbb{N}_{0}\right)
$$

implies that

$$
\begin{gathered}
\operatorname{Re} \frac{f^{(j)}(z)}{(-1)^{j} z^{-p-j}}>\frac{\alpha}{1-\beta-\beta p}+ \\
{\left[(p)_{j}-\frac{\alpha}{1-\beta-\beta p}\right]\left[{ }_{2} F_{1}\left(1,1 ; \frac{1-\beta-\beta p}{\beta(p+1)}+1 ; \frac{1}{2}\right)-1\right], z \in \mathcal{U}}
\end{gathered}
$$

The above inequality is the best possible.
Theorem 3.2. For $f \in \Sigma_{p, m}$ let the operator $\mathcal{T}$ be given by (19), and let $0<\beta<$ $\frac{1}{p+1}$.
(i) If

$$
\operatorname{Re} \frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j)}}{(-1)^{j} z^{-p-j}}>\alpha, z \in \mathcal{U} \quad\left(\alpha<(p)_{j}, j \in \mathbb{N}_{0}\right)
$$

then

$$
\operatorname{Re} \frac{\mathcal{T}^{(j)} f(z)}{(-1)^{j} z^{-p-j}}>\alpha(1-\beta-\beta p),|z|<R_{1}
$$

where

$$
\begin{equation*}
R_{1}=\left[\sqrt{1+\left(\frac{\beta(p+m)}{1-\beta-\beta p}\right)^{2}}-\frac{\beta(p+m)}{1-\beta-\beta p}\right]^{\frac{1}{p+m}} \tag{26}
\end{equation*}
$$

(ii) If

$$
\operatorname{Re} \frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j)}}{(-1)^{j} z^{-p-j}}<\alpha, z \in \mathcal{U} \quad\left(\alpha>(p)_{j}, j \in \mathbb{N}_{0}\right)
$$

then

$$
\operatorname{Re} \frac{\mathcal{T}^{(j)} f(z)}{(-1)^{j} z^{-p-j}}<\alpha(1-\beta-\beta p),|z|<R_{1}
$$

The bound $R_{1}$ is the best possible.
Proof. (i) Defining the function $\phi$ by

$$
\begin{equation*}
\frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j)}}{(-1)^{j} z^{-p-j}}=: \alpha+\left[(p)_{j}-\alpha\right] \phi(z) \tag{27}
\end{equation*}
$$

then $\phi$ is an analytic function with positive real part in $\mathcal{U}$. Differentiating (27) with respect to $z$ and using (23) we have

$$
\begin{equation*}
\frac{\mathcal{T}^{(j)} f(z)}{(-1)^{j} z^{-p-j}}-\alpha(1-\beta-\beta p)=\left[(p)_{j}-\alpha\right]\left[(1-\beta-\beta p) \phi(z)+\beta z \phi^{\prime}(z)\right] \tag{28}
\end{equation*}
$$

Now, by applying in (28) the following well-known estimate [8]

$$
\begin{equation*}
\frac{\left|z \phi^{\prime}(z)\right|}{\operatorname{Re} \phi(z)} \leq \frac{2(p+m) r^{p+m}}{1-r^{2(p+m)}},|z|=r<1 \tag{29}
\end{equation*}
$$

we have

$$
\begin{gather*}
\operatorname{Re}\left[\frac{\mathcal{T}^{(j)} f(z)}{(-1)^{j} z^{-p-j}}-\alpha(1-\beta-\beta p)\right] \geq  \tag{30}\\
\operatorname{Re} \phi(z)\left[(p)_{j}-\alpha\right]\left[(1-\beta-\beta p)-\frac{2 \beta(p+m) r^{p+m}}{1-r^{2(p+m)}}\right],|z|=r<1
\end{gather*}
$$

Now, it is easy to see that the right hand side of (30) is positive whenever $r<R_{1}$, where $R_{1}$ is given by (26). In order to show that the bound $R_{1}$ is the best possible, we consider the function $f \in \Sigma_{p, m}$ defined by

$$
\frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j)}}{(-1)^{j} z^{-p-j}}=\alpha+\left[(p)_{j}-\alpha\right] \frac{1+z^{p+m}}{1-z^{p+m}}
$$

Then,

$$
\begin{gathered}
\frac{\mathcal{T}^{(j)} f(z)}{(-1)^{j} z^{-p-j}}-\alpha(1-\beta-\beta p)= \\
\frac{(p)_{j}-\alpha}{\left(1-z^{p+m}\right)^{2}}\left[(1-\beta-\beta p)\left(1-z^{2(p+m)}\right)+2 \beta(p+m) z^{p+m}\right]=0
\end{gathered}
$$

for $z=R_{1} \exp ^{\frac{i \pi}{p+m}}$, and the first part of the theorem is proved.
(ii) For the proof of the second part, we define the function $\phi$ by

$$
\begin{equation*}
\frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j)}}{(-1)^{j} z^{-p-j}}=: \alpha-\left[\alpha-(p)_{j}\right] \phi(z) \tag{31}
\end{equation*}
$$

Thus, the function $\phi$ is analytic and has positive real part in $\mathcal{U}$. Differentiating (31) with respect to $z$ and using (23) we have

$$
\begin{equation*}
\left.\frac{\mathcal{T}^{(j)} f(z)}{(-1)^{j} z^{-p-j}}-\alpha(1-\beta-\beta p)=\left[\alpha-(p)_{j}\right)\right]\left[-(1-\beta-\beta p) \phi(z)-\beta z \phi^{\prime}(z)\right] \tag{32}
\end{equation*}
$$

From the inequality (29) we get

$$
\operatorname{Re} z \phi^{\prime}(z) \geq-\left|z \phi^{\prime}(z)\right| \geq-\frac{2(p+m) r^{p+m}}{1-r^{2(p+m)}} \operatorname{Re} \phi(z),|z|=r<1
$$

and from (32) we deduce that

$$
\begin{gather*}
\operatorname{Re}\left[\frac{\mathcal{T}^{(j)} f(z)}{(-1)^{j} z^{-p-j}}-\alpha(1-\beta-\beta p)\right] \leq  \tag{33}\\
\operatorname{Re} \phi(z)\left[\alpha-(p)_{j}\right]\left[-(1-\beta-\beta p)+\frac{2 \beta(p+m) r^{p+m}}{1-r^{2(p+m)}}\right],|z|=r<1
\end{gather*}
$$

Now, we see that the right hand side of (33) is negative provided that $r<R_{1}$, where $R_{1}$ is given by (26). To show that the bound $R_{1}$ is the best possible, let consider the function $f \in \Sigma_{p, m}$ defined by

$$
\frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j)}}{(-1)^{j} z^{-p-j}}=\alpha-\left[\alpha-(p)_{j}\right] \frac{1+z^{p+m}}{1-z^{p+m}}
$$

Then,

$$
\begin{gathered}
\frac{\mathcal{T}^{(j)} f(z)}{(-1)^{j} z^{-p-j}}-\alpha(1-\beta-\beta p)= \\
\frac{\alpha-(p)_{j}}{\left(1-z^{p+m}\right)^{2}}\left[-(1-\beta-\beta p)\left(1-z^{2(p+m)}\right)-2 \beta(p+m) z^{p+m}\right]=0
\end{gathered}
$$

for $z=R_{1} \exp ^{\frac{i \pi}{p+m}}$, which proves the second part of our theorem.
Example 3.1. We provide an example for the function $\phi$ defined in (27). For $p=2, m=2, \lambda=j=n=a_{2}=1$, and $l=6$ we have

$$
f(z)=z^{-10}+z^{2}
$$

and

$$
\mathfrak{J}_{10}^{1}(1,6) f(z)=z^{-10}+3 z^{2}
$$

hence

$$
\phi(z)=1-\frac{6}{8} z^{12}
$$

which has a positive real part in $\mathcal{U}$.
For a function $f \in \Sigma_{p, m}$ let define the integral operator $\mathrm{F}_{\mathrm{p}, \mathrm{s}}$ by

$$
\begin{equation*}
\mathrm{F}_{\mathrm{p}, \mathrm{~s}} f(z):=\frac{s}{z^{p+s}} \int_{0}^{z} t^{p+s-1} f(t) d t \quad(s>0) \tag{34}
\end{equation*}
$$

By using the integral operator defined in (34) we will obtain certain subordination properties, as follows:
Theorem 3.3. If $f \in \Sigma_{p, m}$, then

$$
\begin{equation*}
\frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j+1)}}{(-1)^{j+1} z^{-p-j-1}(p)_{j+1}} \prec \frac{1+A z}{1+B z} \quad\left(j \in \mathbb{N}_{0}\right) \tag{35}
\end{equation*}
$$

implies that

$$
\frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) \mathrm{F}_{\mathrm{p}, \mathrm{~s}} f(z)\right]^{(j+1)}}{(-1)^{j+1} z^{-p-j-1}(p)_{j+1}} \prec \widetilde{Q}(z) \prec \frac{1+A z}{1+B z}
$$

where $\widetilde{Q}$ is given by
$\widetilde{Q}(z)= \begin{cases}\frac{A}{B}+\left(1-\frac{A}{B}\right)(1+B z)^{-1}{ }_{2} F_{1}\left(1,1 ; \frac{s}{p+m}+1 ; \frac{B z}{1+B z}\right), & \text { if } B \neq 0, \\ 1+\frac{A s}{p+s+m} z, & \text { if } B=0 .\end{cases}$
Moreover,

$$
\begin{equation*}
\operatorname{Re} \frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) \mathrm{F}_{\mathrm{p}, \mathrm{~s}} f(z)\right]^{(j+1)}}{(-1)^{j+1} z^{-p-j-1}}>(p)_{j+1} \sigma_{2}, z \in \mathcal{U} \tag{36}
\end{equation*}
$$

where

$$
\sigma_{2}= \begin{cases}\frac{A}{B}+\left(1-\frac{A}{B}\right)(1-B)^{-1}{ }_{2} F_{1}\left(1,1 ; \frac{s}{p+m}+1 ; \frac{B}{1-B}\right), & \text { if } B \neq 0 \\ 1-\frac{A s}{p+s+m}, & \text { if } B=0\end{cases}
$$

The inequality (36) is the best possible.
Proof. Setting

$$
\begin{equation*}
q(z):=\frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) \mathrm{F}_{\mathrm{p}, \mathrm{~s}} f(z)\right]^{(j+1)}}{(-1)^{j+1} z^{-p-j-1}(p)_{j+1}} \tag{37}
\end{equation*}
$$

where $f \in \Sigma_{p, m}$, then $q$ is is analytic in $\mathcal{U}$ and has the form (5). Using in (37) the following identity
$z\left[\mathfrak{J}_{p}^{n}(\lambda, l) \mathrm{F}_{\mathrm{p}, \mathrm{s}} f(z)\right]^{(j+1)}=s\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j)}-(p+s+j)\left[\mathfrak{J}_{p}^{n}(\lambda, l) \mathrm{F}_{\mathrm{p}, \mathrm{s}} f(z)\right]^{(j)}, z \in \mathcal{U}$, and differentiating the resulting relation with respect to $z$, we obtain

$$
\begin{equation*}
\frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j+1)}}{(-1)^{j+1} z^{-p-j-1}(p)_{j+1}}=q(z)+\frac{1}{s} z q^{\prime}(z) . \tag{38}
\end{equation*}
$$

Then, by (35) we have

$$
q(z)+\frac{1}{s} z q^{\prime}(z) \prec \frac{1+A z}{1+B z} .
$$

Now, the remaining part of the proof follows the same techniques as in Theorem 3.1 , and hence it will be omitted.

Remark 3.1. Taking $j=0$ in Theorem 3.3 we obtain the result of El-Ashwah et al. [5, Theorem 3.9].

For the special case $A=1-\frac{2 \alpha}{(p)_{j+1}}$ and $B=-1$, Theorem 3.3 gives us the following corollary:

Corollary 3.2. If $f \in \Sigma_{p, m}$ satisfies the inequality

$$
\operatorname{Re} \frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j+1)}}{(-1)^{j+1} z^{-p-j-1}}>\alpha, z \in \mathcal{U} \quad\left(0 \leq \alpha<(p)_{j+1}, j \in \mathbb{N}_{0}\right)
$$

then
$\operatorname{Re} \frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) \mathrm{F}_{\mathrm{p}, \mathrm{s}} f(z)\right]^{(j+1)}}{(-1)^{j+1} z^{-p-j-1}}>\alpha+\left[(p)_{j+1}-\alpha\right]\left[{ }_{2} F_{1}\left(1,1 ; \frac{s}{p+m}+1 ; \frac{1}{2}\right)-1\right], z \in \mathcal{U}$,
and the inequality is the best possible.
Remark 3.2. For $m=j=0$ the Corollary 3.2 reduces to the result of El-Ashwah et al. [5, Corollary 3.11].

The following theorem is similar to Theorem 3.2, and hence we omit its proof:
Theorem 3.4. Let the operator $\mathrm{F}_{\mathrm{p}, \mathrm{s}}$ be defined by (34) and $f \in \Sigma_{p, m}$.
(i) If

$$
\operatorname{Re} \frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) \mathrm{F}_{\mathrm{p}, \mathrm{~s}} f(z)\right]^{(j+1)}}{(-1)^{j+1} z^{-p-j-1}}>\alpha, z \in \mathcal{U} \quad\left(\alpha<(p)_{j+1}, j \in \mathbb{N}_{0}\right)
$$

then

$$
\operatorname{Re} \frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j+1)}}{(-1)^{j+1} z^{-p-j-1}}>\alpha,|z|<R_{2}
$$

where

$$
R_{2}=\left[\sqrt{1+\left(\frac{p+m}{s}\right)^{2}}-\frac{p+m}{s}\right]^{\frac{1}{p+m}}
$$

(ii) If

$$
\operatorname{Re} \frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) \mathrm{F}_{\mathrm{p}, \mathrm{~s}} f(z)\right]^{(j+1)}}{(-1)^{j+1} z^{-p-j-1}}<\alpha, z \in \mathcal{U} \quad\left(\alpha>(p)_{j+1}\right),
$$

then

$$
\operatorname{Re} \frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j+1)}}{(-1)^{j+1} z^{-p-j-1}}<\alpha,|z|<R_{2}
$$

The bound $R_{2}$ is the best possible.
We obtain certain argument estimates involving the operator $\mathcal{J}_{p}^{n}(\lambda, l)$ and connected with the linear operator $\mathcal{T}$, and the integral operator $\mathrm{F}_{\mathrm{p}, \mathrm{s}}$ defined in (34), respectively.

Theorem 3.5. For $f \in \Sigma_{p, m}$ let the operator $\mathcal{T}$ be defined by (19), and let $0 \leq$ $\beta<\frac{1}{p+1}$. If

$$
\begin{equation*}
\left|\arg \frac{\mathcal{T}^{(j)} f(z)}{(-1)^{j} z^{-p-j}}\right|<\frac{\pi \delta}{2}, z \in \mathcal{U} \quad\left(\delta>0, j \in \mathbb{N}_{0}\right) \tag{39}
\end{equation*}
$$

then

$$
\left|\arg \frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j)}}{(-1)^{j} z^{-p-j}}\right|<\frac{\pi \delta}{2}, z \in \mathcal{U}
$$

Proof. For $f \in \Sigma_{p, m}$, if we let

$$
q(z):=\frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j)}}{(-1)^{j} z^{-p-j}(p)_{j}}
$$

then $q$ is of the form (5) and it is analytic in $\mathcal{U}$. If there exists a point $z_{0} \in \mathcal{U}$ such that

$$
|\arg q(z)|<\frac{\pi \delta}{2},|z|<\left|z_{0}\right| \quad \text { and } \quad\left|\arg q\left(z_{0}\right)\right|=\frac{\pi \delta}{2} \quad(\delta>0)
$$

then, according to Lemma 1.3 we have

$$
\frac{z_{0} q^{\prime}\left(z_{0}\right)}{q\left(z_{0}\right)}=i k \delta \quad \text { and } \quad q\left(z_{0}\right)^{1 / \delta}= \pm i c \quad(c>0)
$$

Also, from the equality (24) we get

$$
\frac{\mathcal{T}^{(j)} f\left(z_{0}\right)}{(-1)^{j} z_{0}^{-p-j}}=(p)_{j}(1-\beta-\beta p) q\left(z_{0}\right)\left[1+\frac{\beta}{1-\beta-\beta p} \frac{z_{0} q^{\prime}\left(z_{0}\right)}{q\left(z_{0}\right)}\right]
$$

If $\arg q\left(z_{0}\right)=\frac{\pi \delta}{2}$, according to the above relation we get

$$
\frac{\mathcal{T}^{(j)} f\left(z_{0}\right)}{(-1)^{j} z_{0}^{-p-j}}=(p)_{j}(1-\beta-\beta p) c^{\delta} e^{\frac{i \pi \delta}{2}}\left(1+\frac{\beta}{1-\beta-\beta p} i k \delta\right)
$$

which implies
$\arg \frac{\mathcal{T}^{(j)} f\left(z_{0}\right)}{(-1)^{j} z_{0}^{-p-j}}=\frac{\pi \delta}{2}+\arg \left(1+\frac{\beta}{1-\beta-\beta p} i k \delta\right)=\frac{\pi \delta}{2}+\tan ^{-1}\left(\frac{\beta}{1-\beta-\beta p} k \delta\right) \geq \frac{\pi \delta}{2}$, whenever $k \geq \frac{1}{2}\left(c+\frac{1}{c}\right)$ and $0 \leq \beta<\frac{1}{1+p}$, and this last inequality contradicts the assumption (39).

Similarly, if $\arg q\left(z_{0}\right)=-\frac{\pi \delta}{2}$, then we obtain
$\arg \frac{\mathcal{T}^{(j)} f\left(z_{0}\right)}{(-1)^{j} z_{0}^{-p-j}}=-\frac{\pi \delta}{2}+\arg \left(1+\frac{\beta}{1-\beta-\beta p} i k \delta\right)=-\frac{\pi \delta}{2}+\tan ^{-1}\left(\frac{\beta}{1-\beta-\beta p} k \delta\right) \leq-\frac{\pi \delta}{2}$, whenever $k \leq-\frac{1}{2}\left(c+\frac{1}{c}\right)$ and $0 \leq \beta<\frac{1}{1+p}$, which also contradicts the assumption (39).

Consequently, the function $q$ need to satisfy the inequality $|\arg q(z)|<\frac{\pi \delta}{2}, z \in \mathcal{U}$, i.e. the conclusion of our theorem.

The proof of the following Theorem is much akin to Theorem 3.5, and hence we omit it,

Theorem 3.6. For $f \in \Sigma_{p, m}$ let operator $\mathrm{F}_{\mathrm{p}, \mathrm{s}}$ is defined by (34). If

$$
\left|\arg \frac{\left[\mathcal{J}_{p}^{n}(\lambda, l) f(z)\right]^{(j+1)}}{(-1)^{j+1} z^{-p-j-1}}\right|<\frac{\pi \gamma}{2}, z \in \mathcal{U} \quad\left(\gamma>0, j \in \mathbb{N}_{0}\right)
$$

then

$$
\left|\arg \frac{\left[\mathfrak{J}_{p}^{n}(\lambda, l) \mathrm{F}_{\mathrm{p}, \mathrm{~s}} f(z)\right]^{(j+1)}}{(-1)^{j+1} z^{-p-j-1}}\right|<\frac{\pi \gamma}{2}, z \in \mathcal{U}
$$

## References

[1] F. M. Al-Oboudi and H. A. Al-Zkeri, Applications of Briot-Bouquet differential subordination to certain classes of meromorphic functions, Arab J. Math. Sci., 12(1)(2005), 1-14.
[2] M. K. Aouf and H. M. Hossen, New criteria for meromorphic $p$-valent starlike functions, Tsukuba J. Math., 17(1993), 483-486.
[3] N. E. Cho, O. S. Kown and H. M. Srivastava, Inclusion and argument properties for certain subclasses of meromorphic functions associated with a family of multiplier transformations, J. Math. Anal. Appl., 300(2004), 505-520.
[4] H. E. Darwish, A. Y. Lashin and S. M. Soileh, An Application of multiplier transformation for certain subclasses of mermorphically $p$-valent functions, Int. J. Pure Appl. Math., 85(2)(2013), 415-433.
[5] R. M. El-Ashwah, M. K. Aouf and T. Bulboacă, Differential subordinations for the classes of meromorphic $p$-valent functions defined by the multiplier transformations, Bull. Aust. Math. Soc., 83(03)(2011), 353-368.
[6] I.B. Jung and Y.C. Kim and H.M. Srivastava, The Hardy Space of Analytic Functions Associated with Certain One-Parameter Families of Integral Operators, Journal of Mathematical Analysis and Applications, 176 (1993), 138-147.
[7] J. L. Liu and H. M. Srivastava, Subclasses of meromorphically multivalent functions associated with a certain linear operator, Math. Comput. Modelling, 39(2004), 35-44.
[8] T. H. MacGregor, Radius of univalence of certain analytic functions, Proc. Amer. Math. Soc., 14(1963), 514-520.
[9] S. S. Miller and P. T. Mocanu, Differential subordinations and univalent functions, Michigan Math. J., 28(1981), 157-171.
[10] S. S. Miller and P. T. Mocanu, Differential Subordination: Theory and Applications, Series on Monographs and Textbooks in Pure and Applied Mathematics, Vol. 225, Marcel Dekker Inc., New York and Basel, 2000.
[11] M. Nunokawa, On the order of strongly starlikeness, Proc. Japan Acad. Ser. A Math. Sci., 69(1993), 234-237.
[12] H. M. Srivastava and J. Patel, Applications of differential subordinations to certain subclasses of meromorphically multivalent functions, J. Ineq. Pure Appl. Math., 6(3) Article 88(2005), $1-15$.
[13] B. A. Uralegaddi and C. Somanatha, New criteria for meromorphic starlike univalent functions, Bull. Aust. Math. Soc., 43(1991), 137-140.
[14] H. S. Wilf, Subordinating factor sequence for convex maps of the unit circle, Proc. Amer. Math. Soc., 12(1961), 689-693.
[15] E. T. Whittaker and G. N. Watson, A Course of Modern Analysis: An Introduction to the General Theory of Infinite Processes and of Analytic Functions; With an Account of the Principal Transcendental Functions, Fourth Edition, Cambridge University Press, Cambridge, 1927.

## H. AAISHA FARZANA

Department of Mathematics with computer aplications, Agurchand Manmull Jain College, Meenambakkam, TamilNadu, India

E-mail address: h.aaisha@gmail.com
M. P. JEYARAMAN

Department of Mathematics, L. N. Government College, Ponneri, Chennai 601 204, TamilNadu, India

E-mail address: jeyaraman_mp@yahoo.co.in
T. BULBOACĂ

Faculty of Mathematics and Computer Science, Babeş-Bolyai University, 400084 ClujNapoca, Romania

E-mail address: bulboaca@math.ubbcluj.ro


[^0]:    2010 Mathematics Subject Classification. 30C45, 30C50, 30C55.
    Key words and phrases. Meromorphic function, Multivalent function, Convex function, Differential subordination, Argument estimates.

    Submitted June 9, 2020. Revised Nov. 30, 2020.

