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#### Abstract

In this paper, we are concerned with the existence, multiplicity and nonexistence of positive $\omega$-periodic solutions of the following systems of second order differential equations $$
\left\{\begin{array}{l} x^{\prime \prime}(t)+A(t, x) x(t)=\lambda F(x(t)), \quad t \in(0, \omega) \\ x(0)=x(\omega), x^{\prime}(0)=x^{\prime}(\omega) \end{array}\right.
$$ where $x=\left(x_{1}, \cdots, x_{n}\right)^{T}, A(t, x)=\operatorname{diag}\left[a_{1}\left(t, x_{1}\right), \cdots, a_{n}\left(t, x_{n}\right)\right], F(t, x)=\left[f_{1}(t, x)\right.$, $\left.\cdots, f_{n}(t, x)\right]^{T}$, and $\lambda>0$ is a positive parameter. The proof of our main results is based upon fixed point theorem.


## 1. Introduction and main results

Due to a wide range of applications in physics and engineering, second order periodic boundary value problems have been investigated by many authors, see([1][10]) and the references therein.

In [2], the following systems of second order singular differential equations

$$
\begin{align*}
x^{\prime \prime}(t)+a(t) x(t) & =f_{1}(t, x, y)  \tag{1}\\
y^{\prime \prime}(t)+a(t) y(t) & =f_{2}(t, x, y) \tag{2}
\end{align*}
$$

are studied. where the nonlinear terms $f_{1}(t, x, y), f_{2}(t, x, y)$ have singularity near $(0,0)$. Suppose that $a_{i}(t) \in \Lambda^{+} \cup \Lambda^{-}$with $i=1,2$ (see[1]). Under some additional assumptions about growth condition on the nonlinearity $f$, the authors obtained two different positive solutions of equation1 and 2.

In [3], the following systems of second order differential equations

$$
\begin{equation*}
x^{\prime \prime}+m^{2} x=\lambda G(t) F(x) \tag{3}
\end{equation*}
$$

with the periodic boundary conditions

$$
\begin{equation*}
x(0)=x(2 \pi), \quad x^{\prime}(0)=x^{\prime}(2 \pi) \tag{4}
\end{equation*}
$$

[^0]are considered, where $m \in\left(0, \frac{1}{2}\right)$ is a constant, $x=\left(x_{1}, \cdots, x_{n}\right)^{T}, G(t)=\operatorname{diag}\left[g_{1}(t)\right.$, $\left.\cdots, g_{n}(t)\right], F(t, x)=\left[f_{1}(x), \cdots, f_{n}(x)\right]^{T}$, and $\lambda>0$ is a positive parameter, by means of the Krasnosel'skii fixed point theorem, the authors established the existence, multiplicity and nonexistence of positive periodic solutions of (3).

In [4] the following systems of second order differential equations are considered

$$
\begin{equation*}
x^{\prime \prime}+A(t) x=\lambda f(t, x) \tag{5}
\end{equation*}
$$

with the periodic boundary conditions

$$
\begin{equation*}
x(0)=x(1), \quad x^{\prime}(0)=x^{\prime}(1) \tag{6}
\end{equation*}
$$

where $x=\left(x_{1}, \cdots, x_{n}\right)^{T}, A(t)=\operatorname{diag}\left[a_{1}(t), \cdots, a_{n}(t)\right], f(t, x)=\left[f_{1}(t, x), \cdots, f_{n}(t, x)\right]^{T}$, and $\lambda>0$ is a positive parameter, the authors established the existence, multiplicity, nonexistence of positive periodic solutions of (5) by Krasnosel'skii fixed point theorem on the compression and expression of cones.

In fact, almost all papers about second order periodic boundary value problems, for example ([1]-[9], [11]-[13]) and the references therein, the coefficient $a(\cdot)$ appeared in equations dependent only on time $t$. But in practical applications, the coefficient $a$ dependent on $t$ and $x$ is more meaningful.

Inspired by the above works, A natural question is what would happen if the coefficient $a(t)$ in [3] is replaced by $a(t, x)$ ?

In order to answer this question, By using fixed point index theory, we consider more general second order differential systems

$$
\begin{equation*}
x^{\prime \prime}(t)+A(t, x) x(t)=\lambda F(x(t)), \quad t \in(0, \omega) \tag{7}
\end{equation*}
$$

with the periodic boundary conditions

$$
\begin{equation*}
x(0)=x(\omega), \quad x^{\prime}(0)=x^{\prime}(\omega) \tag{8}
\end{equation*}
$$

where $x=\left(x_{1}, \cdots, x_{n}\right)^{T}, A(t, x)=\operatorname{diag}\left[a_{1}\left(t, x_{1}\right), \cdots, a_{n}\left(t, x_{n}\right)\right], F(t, x)=\left[f_{1}(t, x)\right.$ $\left.\cdots, f_{n}(t, x)\right]^{T}$, and $\lambda>0$ is a positive parameter. We shall show that the number of $\omega$-periodic solution of (7) can be determined by the asymptotic behaviors of $\frac{F(x)}{x}$ at zero and infinity.

Let us to fix some notations to be used in the following: Given $a \in L^{\prime}(0, \omega)$, we write $a \succ 0$ if $\mathrm{a} \geq 0$, for a.e. $t \in[0, \omega]$, and it is positive in a set of positive measure. The usual $L^{p}$-norm is denoted by $\|\cdot\|_{L^{p}}$. The conjugate exponent of p is denoted by $p^{*}, \frac{1}{p}+\frac{1}{p^{*}}=1$. $\mathbb{R}=(-\infty, \infty), \mathbb{R}_{+}=[0, \infty), \mathbb{R}_{+}^{n}=\prod_{i=1}^{n} \mathbb{R}_{+}$, and for any $u=\left(u_{1}, \cdots, u_{n}\right) \in \mathbb{R},\|u\|=\sum_{i=1}^{n}\left|u_{i}\right|$.

Our assumptions for this paper are:
(H1) For $i=1, \cdots n, a_{i}(\cdot, \cdot) \in C\left([0, \omega] \times \mathbb{R}_{+}, \mathbb{R}_{+}\right)$is a $\omega$-periodic functions with respect to the first variable, and there exist two $\omega$-periodic functions $a_{1}(\cdot), a_{2}(\cdot) \in$ $C\left(\mathbb{R}, \mathbb{R}^{+}\right)$, such that

$$
\begin{equation*}
0<a_{1}(t) \leq \frac{a_{i}\left(t, u_{i}\right) u_{i}-a_{i}\left(t, v_{i}\right) v_{i}}{u_{i}-v_{i}} \leq a_{2}(t), \quad t \in \mathbb{R}, \quad u_{i}, v_{i} \in \mathbb{R} \text { with } u_{i} \neq v_{i} \tag{9}
\end{equation*}
$$

Furthermore, $\left\|a_{2}\right\|_{L^{p}}<K\left(2 p^{*}, \omega\right)$,

$$
K\left(p^{*}, \omega\right)= \begin{cases}\frac{2 \pi}{p^{*} \omega^{1+\frac{2}{p^{*}}}}\left(\frac{2}{2+p^{*}}\right)^{1-\frac{2}{p^{*}}}\left(\frac{\Gamma\left(\frac{1}{p^{*}}\right)}{\Gamma\left(\frac{1}{2}+\frac{1}{p^{*}}\right)}\right)^{2}, & \text { if } 1 \leq p^{*}<\infty \\ \frac{4}{\omega}, & \text { if } p^{*}=\infty\end{cases}
$$

where $\Gamma$ is the Gamma function, (See [1]).
(H2) $f_{i}(t, x):[0, \omega] \times \mathbb{R}_{+}^{n} \rightarrow[0, \infty)$ is continuous, $f_{i}(t, x)>0$ if $\|x\|>0, i=$ $1, \cdots, n$.

Remark 1. It is easy to see that (9) is weaker than the condition $0<(a(t, u) u)_{u}<$ $a_{2}(t),\left\|a_{2}\right\|_{L^{p}}<K\left(2 p^{*}, \omega\right)$, which was used by Torres and Zhang in [10].

In order to state our results, we introduce the notations

$$
\begin{gathered}
f_{i}^{0}=\lim _{u \rightarrow 0} \frac{f(u)}{\|u\|}, \quad f_{i}^{\infty}=\lim _{u \rightarrow \infty} \frac{f(u)}{\|u\|}, u \in \mathbb{R}_{+}^{n}, \quad i=1, \cdots, n, \text { uniformly in } \mathrm{t} \\
F_{0}=\max _{i=1, \cdots, n}\left\{f_{i}^{0}\right\}, \quad F_{\infty}=\max _{i=1, \cdots, n}\left\{f_{i}^{\infty}\right\}, \\
i_{0}=\text { number of zeros in the set }\left\{F_{0}, F_{\infty}\right\} \\
i_{\infty}=\text { number of infinities in the set }\left\{F_{0}, F_{\infty}\right\} .
\end{gathered}
$$

Our main results are:
Theorem 1. Assume that (H1) and (H2) hold.
(a) If $F_{0}=0$ and $F_{\infty}=\infty$, then for all $\lambda>0$ equations (7) has one positive solution. s (b) If $F_{0}=\infty$ and $F_{\infty}=0$, then for all $\lambda>0$ equations (7) has one positive solution.
Theorem 2. Assume that (H1) and (H2) hold.
(a) If $i_{0}=1$ or 2 , then there exist $\lambda_{0}>0$ such that for all $\lambda>\lambda_{0}$ equations (7) has $i_{0}$ positive solutions.
(b) If $i_{\infty}=1$ or 2 , then there exist $\lambda_{0}>0$ such that for all $0<\lambda<\lambda_{0}$ equations (7) has $i_{\infty}$ positive solutions.
(c) If $i_{\infty}=0$, then there exist $\lambda_{0}>0$ such that for all $0<\lambda<\lambda_{0}$ equations (7) has no positive solution.
(d) If $i_{0}=0$, then there exist $\lambda_{0}>0$ such that for all $\lambda>\lambda_{0}$ equations (7) has no positive solution.
Theorem 3. Assume that (H1), (H2) and (H3)hold and $i_{0}=i_{\infty}=0$. If

$$
\frac{1}{\sigma P \max \left\{F_{0}, F_{\infty}\right\}}<\lambda<\frac{1}{N \min \left\{F_{0}, F_{\infty}\right\}}
$$

equations (7) has one periodic solution.
Remark 3. In first-order case, by using fixed point index theory, Wang [14] obtained the existence, multiplicity, of positive periodic solutions, but in second-order case, relatively little results are obtained in the present literatures.

Remark 4. systems(1-11) are special cases of system (7), so our results generalize the corresponding results in ([2]-[4]).

## 2. Preliminaries

Lemma 1. ([16], [17]). Let $E$ be a Banach space and $K$ a cone in $E$. For $r>0$, define $K_{r}=\{u \in K:\|u\|<r\}$. Assume that $T: \bar{K}_{r} \rightarrow K$ is completely continuous such that $T u \neq u$ for $u \in \partial K_{r}=\{u \in K:\|u\|=r\}$.
(i) If $\|T u\|>\|u\|$ for $u \in \partial K_{r}$, then

$$
i\left(T, K_{r}, K\right)=0
$$

(ii) If $\|T u\|<\|u\|$ for $u \in \partial K_{r}$, then

$$
i\left(T, K_{r}, K\right)=1
$$

Definition 1. [10]. A function $\alpha \in C^{2}((0, \omega)) \cap C^{1}([0, \omega])$ is a lower solution of the periodic problem

$$
\begin{equation*}
u^{\prime \prime}(t)+a_{i}(t, u) u(t)=0, \quad t \in(0, \omega) \tag{10}
\end{equation*}
$$

with the periodic boundary conditions

$$
\begin{equation*}
u(0)=u(\omega), u^{\prime}(0)=u^{\prime}(\omega) \tag{11}
\end{equation*}
$$

if

$$
\begin{equation*}
\alpha^{\prime \prime}(t)+a_{i}(t, \alpha) \alpha(t) \geq 0, \quad t \in(0, \omega) \tag{12}
\end{equation*}
$$

A function $\beta \in C^{2}((0, \omega)) \cap C^{1}([0, \omega])$ is an upper solution of the periodic problem (10) if

$$
\left\{\begin{array}{l}
\beta^{\prime \prime}(t)+a_{i}(t, \beta) \beta(t) \leq 0, \quad t \in(0, \omega) \\
\beta(0)=\beta(\omega), \beta^{\prime}(0) \leq \beta^{\prime}(\omega)
\end{array}\right.
$$

Lemma 3. [10]. Let us assume the existence of a couple of lower and upper solutions $\alpha$ and $\beta$ such that $\beta \leq \alpha$. Suppose that there exists a function $\phi \in L^{1}(0, \omega)$ such that $\phi \succ 0$ and

$$
a(t, u) u-a(t, v) v \leq \phi(t)(v-u)
$$

for a.e. $t \in(0, \omega)$ and all $\beta(t) \leq u \leq v \leq \alpha(t)$. Then, if

$$
\|\phi\|_{L^{p}} \leq K\left(2 p^{*}, \omega\right)
$$

for some $p \in[1, \infty)$, equtions (10) has a solution $x \in[\beta, \alpha]$
Lemma 4. Assume (H1) holds, then for $h(\cdot) \in L^{1}[0, \omega]$ and $h(t) \geq 0$, second order differential equation

$$
\begin{equation*}
u^{\prime \prime}(t)+a(t, u) u(t)=h(t), \quad t \in(0, \omega) \tag{13}
\end{equation*}
$$

has a unique positive solution.
Proof. From [1], we know that for $h(\cdot) \in L^{1}[0, \omega]$ and $h(t) \geq 0$ on $[0, \omega]$, the linear problem

$$
\begin{equation*}
u_{1}^{\prime \prime}(t)+a_{1}(t) u_{1}(t)=h(t), \quad t \in(0, \omega) \tag{14}
\end{equation*}
$$

exists the unique positive solution

$$
u_{1}(t)=\int_{0}^{\omega} G_{1}(t, s) h(s) d s, \quad t \in[0, \omega] .
$$

Similarly, the linear problem

$$
\begin{equation*}
u_{2}^{\prime \prime}(t)+a_{2}(t) u_{2}(t)=h(t), \quad t \in(0, \omega) \tag{15}
\end{equation*}
$$

exists the unique positive solution

$$
u_{2}(t)=\int_{0}^{\omega} G_{2}(t, s) h(s) d s, \quad t \in[0, \omega]
$$

where $G_{i}(t, s), i=1,2$ denote the Green's function of linear problem (14) and (15).From [1], we know that $G_{i}(t, s)>0, t, s \in[0, \omega], i=1,2$.

Next, we will check that $u_{1}, u_{2}$ are lower and upper solution of (13), respectively.

In fact, we have

$$
\left\{\begin{array}{l}
u_{1}^{\prime \prime}(t)+a\left(t, u_{1}\right) u_{1}(t)-h(t) \geq u_{1}^{\prime \prime}(t)+a_{1}(t) u_{1}(t)-h(t)=0, \quad t \in(0, \omega) \\
u_{1}(0)=u_{1}(\omega), u_{1}^{\prime}(0) \geq u_{1}(\omega)
\end{array}\right.
$$

So $u_{1}$ is a lower solution of (13), similarly, we can check $u_{2}$ is an upper solution of (13).

Combining (H1) and Lemma 3, we can conclude that there exist a solution $u$ of ((13)), such that

$$
\begin{equation*}
u_{2}(t) \leq u(t) \leq u_{1}(t), \quad t \in[0, \omega] \tag{16}
\end{equation*}
$$

As for the uniqueness of the periodic solution, we note that if $x, y$ are $\omega$-periodic solution of $((13))$, then $z=x-y$ is a $\omega$-periodic function satisfying

$$
z^{\prime \prime}(t)+a(t, x) x(t)-a(t, y) y(t)=0, \quad t \in(0, \omega)
$$

according to (H1), there exists $\omega$-periodic function $c(\cdot) \in C(\mathbb{R},[0, \infty))$ and $a_{1}(t) \leq$ $c(t) \leq a_{2}(t)$ for all $t \in[0, \omega]$, such that $z$ also satisfying

$$
\begin{equation*}
z^{\prime \prime}(t)+c(t) z=0, \quad t \in(0, \omega) \tag{17}
\end{equation*}
$$

So, $\|c\|_{L^{p}}<K\left(2 p^{*}, \omega\right)$. By the comparison result for eigenvalue (see Theorem 4.2 of [10]), we get equation (17) has only the trivial $\omega$-periodic solution, which implies that $x \equiv y$.

Hence, the Green's function of (10) exists, and let $G_{u}(t, s)$ be the Green's function of $(10)$, let us estimate the range of $G_{u}(t, s)$.
Lemma 5. Assume (H1) holds, then

$$
G_{2}(t, s) \leq G_{u}(t, s) \leq G_{1}(t, s), \quad(t, s) \in[0, \omega] \times[0, \omega] .
$$

Proof. We get

$$
\int_{0}^{\omega} G_{2}(t, s) h(s) d s \leq \int_{0}^{\omega} G_{u}(t, s) h(s) d s \leq \int_{0}^{\omega} G_{1}(t, s) h(s) d s, t \in[0, \omega] .
$$

Next, we only show that $G_{u}(t, s) \leq G_{1}(t, s)$. The other case can be treated similarly.
Suppose on the contrary that there exists $\left(t_{0}, s_{0}\right) \in[0, \omega] \times(0, \omega)$, such that $G_{u}\left(t_{0}, s_{0}\right)>G_{1}\left(t_{0}, s_{0}\right)$.

Let

$$
h(t)=\left\{\begin{array}{l}
0, \quad 0 \leq t \leq s_{0}-\epsilon \\
t-s_{0}+\epsilon, \quad s_{0}-\epsilon \leq t \leq s_{0} \\
s_{0}+\epsilon-t, \quad s_{0} \leq t \leq s_{0}+\epsilon \\
0, \quad s_{0}+\epsilon \leq t \leq \omega
\end{array}\right.
$$

Then, $h \in L^{1}[0, \omega]$ and $h(t) \geq 0$ in $[0, \omega]$.
By the continuity of $G_{u}(t, s)$ and $G_{1}(t, s)$ with respect to $s$, then there exists $\epsilon>0$, such that

$$
G_{u}\left(t_{0}, s\right)-G_{1}\left(t_{0}, s\right)>0, \quad s \in\left(s_{0}-\epsilon, s_{0}+\epsilon\right)
$$

Thus

$$
\begin{aligned}
u\left(t_{0}\right)-u_{1}\left(t_{0}\right) & =\int_{0}^{\omega}\left(G_{u}\left(t_{0}, s\right)-G_{1}\left(t_{0}, s\right)\right) h(s) d s \\
& =\int_{0}^{s_{0}-\epsilon}\left(G_{u}\left(t_{0}, s\right)-G_{1}\left(t_{0}, s\right)\right) h(s) d s+\int_{s_{0}-\epsilon}^{s_{0}+\epsilon}\left(G_{u}\left(t_{0}, s\right)-G_{1}\left(t_{0}, s\right)\right) h(s) d s \\
& +\int_{s_{0}+\epsilon}^{\omega}\left(G_{u}\left(t_{0}, s\right)-G_{1}\left(t_{0}, s\right)\right) h(s) d s>0
\end{aligned}
$$

this contradicts.
when $s_{0}=0$ or $\omega$, by the similar method, we can get contradiction.

Let

$$
\begin{equation*}
M=\max _{t, s \in[0, \omega]} G_{1}(t, s), \quad m=\min _{t, s \in[0, \omega]} G_{2}(t, s) \tag{18}
\end{equation*}
$$

so, we have $0<m \leq G_{u}(t, s) \leq M, t, s \in[0, \omega]$.
Let $X$ be the Banach space $C[0, \omega]^{n}$, with $\|u\|=\sum_{i=1}^{n} \sup _{t \in[0, \omega]}|u(t)|, u=\left(u_{1}, \cdots, u_{n}\right) \in$ $X$, for $u \in X$ or $\mathbb{R}_{+}^{n},\|u\|$ denotes the norm of $u$ in $X$ or $\mathbb{R}_{+}^{n}$, respectively.

$$
A_{i}=\min _{0 \leq t, s \leq \omega} G_{i}(t, s)>0, \quad B_{i}=\max _{0 \leq t, s \leq \omega} G_{i}(t, s)>0, \quad 1>\sigma_{i}=\frac{A_{i}}{B_{i}}>0
$$

Define $K$ be a cone in $X$ by
$K=\left\{u=\left(u_{1}, \cdots, u_{n}\right) \in X: u_{i}(t) \geq 0, t \in[0, \omega], \min _{t \in[0, \omega]} u_{i}(t) \geq \sigma_{i} \sup _{t \in[0, \omega]}\left|u_{i}(t)\right|, i=1, \cdots, n\right\}$.
Let the map $T_{\lambda}: K \rightarrow X$ be a map with the componenuts $\left(T_{\lambda}^{1}, \cdots, T_{\lambda}^{n}\right)$, which are defined by

$$
T_{\lambda}^{i} u(t)=\int_{0}^{\omega} \lambda G_{u}^{i}(t, s) f_{i}(s, u(s)) d s, \quad 0 \leq t \leq \omega, i=1, \cdots, n
$$

Lemma 6. Assume that (H1) and (H2) hold. Then $T_{\lambda}(K): K \rightarrow K$ is compact and continuous.

Proof. It is not difficult to check that for $u \in K$, we have

$$
\begin{aligned}
T_{\lambda}^{i} u(t) & =\lambda \int_{0}^{\omega} G_{u}^{i}(t, s) f_{i}(s, u(s)) d s \\
& \geq \lambda \frac{A_{i}}{B_{i}} \int_{0}^{\omega} G_{u}^{i}(t, s) f(t, u(t)) d s \\
& \geq \lambda \sigma_{i} \int_{0}^{\omega} \max _{0 \leq t, s \leq \omega} G_{u}^{i}(t, s) f(t, u(s)) d s \\
& \geq \sigma_{i} \sup _{0 \leq t \leq \omega} T_{\lambda}^{i} u(t)
\end{aligned}
$$

Consequently, we get $T_{\lambda}^{i}(K) \rightarrow K, i=1, \cdots, n$, and it is easy to show that $T_{\lambda}: K \rightarrow K$ is compact and continuous.

Obviously, the equations (7) is equivalent to the fixed point problem of $T_{\lambda}$ in $K$, Let

$$
A=\min _{1 \leq i \leq n} A_{i}, \quad B=\max _{1 \leq i \leq n} B_{i}, \quad \sigma=\min _{1 \leq i \leq n} \sigma_{i}, P=\sigma A, N=n B
$$

Lemma 7. Assume that (H1)-(H2) hold. Let $u=\left(\left(u_{1}(t), \cdots, u_{n}(t)\right)\right) \in K$, and $\eta>0$, if there exists a component $f_{i}$ of $f$ such that

$$
f_{i}(t, u(t)) \geq \eta \sum_{i=1}^{n} u_{i}(t), \quad t \in[0, \omega]
$$

then $\left\|T_{\lambda} u\right\| \geq \lambda P \eta\|u\|$.
Proof. From the definition of $T_{\lambda} u$, it follow that

$$
\begin{aligned}
T_{\lambda}^{i} u(t) & =\lambda \int_{0}^{\omega} G_{u}^{i}(t, s) f_{i}(s, u(s)) d s \\
& \geq \lambda \frac{A_{i}}{B_{i}} \int_{0}^{\omega} G_{u}^{i}(t, s) f(t, u(t)) d s \\
& \geq \lambda \sigma_{i} \int_{0}^{\omega} \max _{0 \leq t, s \leq \omega} G_{u}^{i}(t, s) f(t, u(s)) d s \\
& \geq \sigma_{i} \sup _{0 \leq t \leq 1} T_{\lambda}^{i} u(t)
\end{aligned}
$$

Lemma 8. Assume that (H1) and (H2) hold. For any $r>0, u=\left(u_{1}(t), \cdots, u_{n}(t)\right) \in$ $\partial \Omega_{r}$, if there exists $\epsilon>0$, such that

$$
f_{i}(t, u(t)) \leq \epsilon \sum_{i=1}^{n} u(t), \quad t \in[0, \omega], i=1, \cdots, n
$$

then

$$
\left\|T_{\lambda} u\right\| \leq \lambda \epsilon N\|u\|
$$

Proof. From the definition of $T$, for $u \in \partial \Omega_{r}$, we have

$$
\begin{aligned}
\left\|T_{\lambda} u\right\| & \leq \lambda \sum_{i=1}^{n} \int_{0}^{\omega} f(s, u(s)) d s \\
& \leq \lambda \sum_{i=1}^{n} B_{i} \int_{0}^{\omega} \epsilon \sum_{i=1}^{n} u_{i}(s) d s \\
& \leq \lambda \sum_{i=1}^{n} B_{i}\|u\| \leq \lambda \epsilon N\|u\| .
\end{aligned}
$$

Lemma 9. Assume that (H1)-(H2) hold. If $u \in \partial \Omega_{r}, r>0$, then

$$
\left\|T_{\lambda} u\right\| \geq \lambda \frac{P}{\sigma} m(r)
$$

where $m_{r}=\min \left\{f_{i}(t, u): u \in \mathbb{R}_{+}^{n}, \sigma r \leq\|u\| \leq r, t \in[0, \omega], i=1, \cdots, n\right\}>0$
Proof. Since $f(u(t)) \geq m(r)$ for $t \in[0, \omega]$, it is easy to see that this lemma can be shown in a similar manner as in Lemma 7.

Lemma 10. Assume that (H1), (H2), and (H3) hold. If $u \in \partial \Omega_{r}, r>0$, then

$$
\left\|T_{\lambda} u\right\| \geq \lambda N M(r)
$$

where $M_{r}=\min \left\{f_{i}(t, u): u \in \mathbb{R}_{+}^{n}, \sigma r \leq\|u\| \leq r, t \in[0, \omega], i=1, \cdots, n\right\}>0$
Proof. Since $f(u(t)) \leq M(r)$ for $t \in[0, \omega]$, it is easy to see that this lemma can be shown in a similar manner as in Lemma 8.

## 3. Proof of Theorem 1

Proof. Part (a). $F_{0}=0$ implies that $f_{i}^{0}=0, i=1, \cdots, n$. So we can choose a number $r_{1}>0$ such that

$$
f_{i}(t, u) \leq \varepsilon\|u\|, u \in \mathbb{R}_{+}^{n},\|u\| \leq r_{1}, i=1, \cdots, n, t \in[0, \omega]
$$

where the constant $\epsilon>0$ satisfies

$$
\lambda \varepsilon N<1
$$

Therefore by Lemma 7 we have

$$
\begin{equation*}
\left\|T_{\lambda} u\right\| \leq\|u\|, u \in \partial \Omega_{r_{1}} \tag{19}
\end{equation*}
$$

On the other hand, since $F_{\infty}=\infty$, there is a component $f_{i}$ of $f$ such that $f_{i}^{\infty}=\infty$. Therefore, there exists a constant $H>r_{1}>0$ such that

$$
f_{i}(t, u) \geq \eta\|u\|, u=\left(u_{1}, \cdots, u_{n}\right) \in \mathbb{R}_{+}^{n},\|u\| \geq H, t \in[0, \omega]
$$

where $\eta>0$ is chosen such that

$$
\lambda P \eta>1
$$

Set $r_{2}=\max \left\{2 r_{1}, \frac{H}{\sigma}\right\}$, If $u=\left(u_{1}, \cdots, u_{n}\right) \in \partial \Omega_{r_{2}}$, then

$$
\min _{0 \leq t \leq \omega} \sum_{i=1}^{n} u_{i}(t) \geq \sigma\|u\|=\sigma r_{2} \geq H
$$

which implies that

$$
f_{i}(t, u(t)) \geq \eta u_{i}(t), t \in[0, \omega]
$$

It follows from Lemma 6 that

$$
\begin{equation*}
\left\|T_{\lambda} u\right\| \geq \lambda P \eta\|u\|>\|u\|, u \in \partial \Omega r_{2} \tag{20}
\end{equation*}
$$

Now according to (19) and (20), by Lemma 1 we get the fixed point of $T_{\lambda}$ on $\Omega_{r_{2}} \backslash \Omega_{r_{1}}$.

Part (b). If $F_{0}=\infty$, there is a component $f_{i}$ of $f$ such that $f_{i}^{0}=\infty$. Therefore there exists $r_{1}>0$ such that

$$
f_{i}(t, u) \geq \eta\|u\|, u=\left(u_{1}, \cdots, u_{n}\right) \in \mathbb{R}_{+}^{n},\|u\| \leq r_{1}, t \in[0, \omega]
$$

where $\eta>0$ is chosen such that

$$
\lambda P \eta>1
$$

If $u=\left(u_{1}, \cdots, u_{n}\right) \in \partial \Omega_{r_{1}}$

$$
f_{i}(t, u) \geq \eta \sum_{i=1}^{n} u_{i}(t), t \in[0, \omega]
$$

which implies

$$
\begin{equation*}
\left\|T_{\lambda} u\right\| \geq \lambda P \eta\|u\|>\|u\|, u \in \partial \Omega_{r_{1}} \tag{21}
\end{equation*}
$$

Next we determine $\Omega_{r_{2}}$, Since $F_{\infty}=0$, we have $f_{i}^{\infty}=0, i=1, \cdots, n$. Therefore, there exists $H>r_{1}>0$, such that

$$
f_{i}(t, u) \leq \epsilon\|u\|, u=\left(u_{1}, \cdots, u_{n}\right) \in \mathbb{R}_{+}^{n},\|u\| \geq H, t \in[0, \omega]
$$

where $\epsilon$ satisfies

$$
\lambda \epsilon N<1
$$

Set $r_{2}=\max \left\{2 r_{1}, \frac{H}{\sigma}\right\}$. If $u=\left(u_{1}, \cdots, u_{n}\right) \in \partial \Omega_{r_{2}}$, then

$$
\min _{0 \leq t \leq \omega} \sum_{i=1}^{n} u_{i}(t) \geq \sigma\|u\|=\sigma r_{2} \geq H, u \in \partial \Omega_{r_{2}}, t \in[0, \omega]
$$

which implies that

$$
f_{i}(t, u(t)) \leq \epsilon \sum_{i=1}^{n} u_{i}(t), t \in[0, \omega]
$$

Thus, by Lemma 7, the following inequality

$$
\begin{equation*}
\left\|T_{\lambda} u\right\| \leq \lambda N \epsilon\|u\|<\|u\|, u \in \partial \Omega_{r_{2}} \tag{22}
\end{equation*}
$$

holds.
Now according to (21) and (22), by Lemma 1 we get the fixed point of $T_{\lambda}$ on $\Omega_{r_{2}} \backslash \Omega_{r_{1}}$.

This method can be applied to the case that $f_{i}(t, x)$ has a singularity near $\mathbf{0}$. We assume
$\left(H_{2}^{\prime}\right): f_{i}(t, x):[0, \omega] \times \mathbb{R}_{+}^{n} \backslash\{0\} \rightarrow(0,+\infty)$ is continuous, and has a singularity near $\mathbf{0}, i=1, \cdots, n$.

Then we can obtain the analogous result.
Corollary 1. Assume that (H1) and ( $H_{2}^{\prime}$ ) hold. If $F_{\infty}=0$, then equations (7) has one positive solution.

Proof. In fact, since $f_{i}(t, u), i=1, \cdots, n$ have singularity near $\mathrm{u}=0$, then

$$
\lim _{\|u\| \rightarrow 0} \frac{f_{i}(t, u)}{\|u\|}=\infty, \quad i=1, \cdots, n
$$

that is $F_{0}=\infty$.By part(b) of Theorem 1 we have finished the proof.

## 4. Proof of Theorem 2

Let $r_{1}=1$, according to Lemma 8, we have

$$
\left\|T_{\lambda} u\right\|>\|u\|, u \in \partial \Omega_{r_{1}}, \lambda>\lambda_{0}:=\frac{\sigma}{m_{1} P}
$$

If $F_{0}=0$, then $f_{i}^{\infty}=0, i=1, \cdots, n$. Therefore, there exists $r_{2}<r_{1}$ such that

$$
f_{i}(t, u) \leq \epsilon\|u\|, u=\left(u_{1}, \cdots, u_{n}\right) \in \mathbb{R}_{+}^{n},\|u\| \leq r_{2}, t \in[0, \omega]
$$

where the constant $\epsilon$ satisfies

$$
\lambda \epsilon N<1
$$

If $u=\left(u_{1}, \cdots, u_{n}\right) \in \partial \Omega_{r_{2}}$, then

$$
f_{i}(t, u(t)) \leq \epsilon \sum_{i=i}^{n} u_{i}(t), t \in[0, \omega]
$$

which implies, according to Lemma 7, that

$$
\begin{equation*}
\left\|T_{\lambda} u\right\| \leq \lambda N \epsilon\|u\|<\|u\|, \quad u \in \partial \Omega_{r_{2}} \tag{23}
\end{equation*}
$$

If $F_{\infty}=0$, we have $f_{i}^{\infty}=0, i=1, \cdots, n$. Therefore, there exists $H>r_{1}>0$, such that

$$
f_{i}(t, u) \leq \epsilon\|u\|, u=\left(u_{1}, \cdots, u_{n}\right) \in \mathbb{R}_{+}^{n},\|u\| \geq H, t \in[0, \omega]
$$

where $\epsilon$ satisfies

$$
\lambda \epsilon N<1
$$

Set $r_{2}=\max \left\{2 r_{1}, \frac{H}{\sigma}\right\}$. If $u=\left(u_{1}, \cdots, u_{n}\right) \in \partial \Omega_{r_{2}}$, then $\min _{0 \leq t \leq \omega} \sum_{i=1}^{n} u_{i}(t) \geq$ $\sigma\|u\|=\sigma r_{2} \geq H, u \in \partial \Omega_{r_{2}}, t \in[0, \omega]$ which implies that

$$
f_{i}(t, u(t)) \leq \epsilon \sum_{i=1}^{n} u_{i}(t), t \in[0, \omega] .
$$

Thus, by Lemma 7, the following inequality

$$
\begin{equation*}
\left\|T_{\lambda} u\right\| \leq \lambda N \epsilon\|u\|, u \in \partial \Omega_{r_{2}} \tag{24}
\end{equation*}
$$

holds.
Thus, in view of Lemma $1, T_{\lambda}$ has a fixed point on $\Omega_{r_{1}} \backslash \Omega_{r_{2}}$ or $\Omega_{r_{1}} \backslash \Omega_{r_{2}}$ according to $F_{0}=0$, or $F_{0}=0$ or $F_{\infty}=0$ respectively. Consequently, equations (7) has one positive solution for $\lambda>\lambda_{0}$

If $F_{0}=F_{\infty}=0$, it's easy to see from the above proof that $T_{\lambda}$ has a fixed point $u_{1}(t) \in \Omega_{r_{1}} \backslash \Omega_{r_{2}}$ and a fixed point $u_{2}(t) \in \Omega_{r_{3}} \backslash \Omega_{r_{1}}$, such that

$$
r_{2}<\left\|u_{1}\right\|<r_{1}<\left\|u_{2}\right\|<r_{3} .
$$

Therefor equations (7) has two different positive solutions
Let $r_{1}=1$, according to Lemma 9 , we have

$$
\begin{equation*}
\left\|T_{\lambda} u\right\|<\|u\|, u \in \partial \Omega_{r_{1}}, 0<\lambda<\lambda_{0}:=\frac{1}{N M_{1}} \tag{25}
\end{equation*}
$$

If $F_{0}=\infty$ there is a component $f_{i}$ of $f$ such that $f_{i}^{0}=\infty$. Therefore,there exists $r_{2}<r_{1}$ such that

$$
f_{i}(t, u) \geq \eta\|u\|, u=\left(u_{1}, \cdots, u_{n}\right) \in \mathbb{R}_{+}^{\ltimes},\|u\| \leq r_{1}, t \in[0, \omega] .
$$

where $\eta>0$ is chosen such that

$$
\lambda P \eta>1
$$

$u=\left(u_{1}, \cdots, u_{n}\right) \in \partial \Omega_{r_{1}}$

$$
f_{i}(t, u) \geq \eta \sum_{i}=1^{n} u_{i}(t), t \in[0, \omega]
$$

which implies

$$
\begin{equation*}
\left\|T_{\lambda} u\right\| \geq \lambda P \eta\|u\|>\|u\|, \quad u \in \partial \Omega_{r_{2}} \tag{26}
\end{equation*}
$$

If $F_{\infty}=\infty$, there is a component $f_{i}$ of $f$ such that $f_{i}^{\infty}=\infty$ Therefore ,there exists a constant $H>r_{1}>0$ such that

$$
f_{i}(t, u) \geq \eta\|u\|, u=\left(u_{1}, \cdots, u_{n}\right) \in \mathbb{R}_{+}^{n},\|u\| \geq H, t \in[0, \omega]
$$

where $\eta>0$ is chosen such that

$$
\lambda P \eta>1
$$

Set $r_{2}=\max \left\{2 r_{1}, \frac{H}{\sigma}\right\}$, If $u=\left(u_{1}, \cdots, u_{n}\right) \in \partial \Omega_{r_{2}}$, then

$$
\min _{0 \leq t \leq 1} \sum_{i}=1^{n} u_{i}(t) \geq \sigma\|u\|=\sigma r_{2} \geq H
$$

which implies that

$$
f_{i}(t, u(t)) \geq \eta u_{i}(t), t \in[0, \omega]
$$

It follows from Lemma 6 that

$$
\begin{equation*}
\left\|T_{\lambda} u\right\| \geq \lambda P \eta\|u\|>\|u\|, u \in \partial \Omega r_{2} \tag{27}
\end{equation*}
$$

thus, in view of Lemma $4, T_{\lambda}$ has a fixed point on $\Omega_{r_{1}} \backslash \Omega_{r_{2}}$ or $\Omega_{r_{1}} \backslash \Omega_{r_{2}}$ If $F_{0}=F_{\infty}=$ 0 , it's easy to see from the above proof that $T_{\lambda}$ has a fixed point $u_{1}(t) \in \Omega_{r_{1}} \backslash \Omega_{r_{2}}$ and a fixed point $u_{2}(t) \in \Omega_{r_{3}} \backslash \Omega_{r_{1}}$, such that

$$
r_{2}<\left\|u_{1}\right\|<r_{1}<\left\|u_{2}\right\|<r_{3} .
$$

Therefore equations (7) has two different positive solutions
Since $F_{0}<\infty$ and $F_{\infty}<\infty$ then $f_{i}^{0}<\infty, f^{\infty}<\infty, i=1, \cdots, n$. It is easy to see that there exists an $\epsilon$ such that

$$
f_{i}(t, u) \leq \epsilon\|u\|, u \in \mathbb{R}_{+}^{n}, t \in[0,1], i=1, \cdots, n
$$

Assume that $v(t)=\left(v_{1}(t), \cdots, v_{n}(t)\right)$ is one positive solution of equations (7) .We will show this leads to a contradiction for $0<\lambda<\lambda_{0}:=\frac{1}{N \epsilon N}$. In fact, for $0<\lambda<\lambda_{0}$, since $T_{\lambda} v(t)=v(t)$, we find $\|v\|=\left\|T_{\lambda} v\right\|=\sum_{i=1}^{n} \max _{0 \leq t \leq 1} T_{\lambda}^{i} v(t) \leq$ $\sum_{i=1}^{n} \lambda B_{i} \epsilon\|v\|<\|v\|$.

Since $F_{0}>0$ and $F_{\infty}>0$, there exist two components $f_{i}$ and $f_{j}$ of $f$ and positive numbers $c_{1}, c_{2}, r_{1}$ and $r_{2}$ such that $r_{1}<r_{2}$ and

$$
\begin{aligned}
& f_{i}(t, u) \geq c_{1}\|u\|, u \in \mathbb{R}_{+}^{n},\|u\| \leq r_{1}, \\
& f_{j}(t, u) \geq c_{1}\|u\|, u \in \mathbb{R}_{+}^{n},\|u\| \leq r_{2}
\end{aligned}
$$

Let

$$
\eta=\min \left\{c_{1}, c_{2}, \min \left\{\frac{f_{j}(t, u)}{\|u\|}: u \in \mathbb{R}_{+}^{n}\right\}, r_{1} \sigma \leq\|u\| \leq r_{2}\right\}>0
$$

Thus , we have

$$
\begin{gather*}
f_{i}(t, u) \geq \eta\|u\|, u \in \mathbb{R}_{+}^{n},\|u\| \leq r_{1}  \tag{28}\\
f_{i}(t, u) \geq \eta\|u\|, u \in \mathbb{R}_{+}^{n},\|u\| \geq \sigma r_{1} \tag{29}
\end{gather*}
$$

Assume that $v(t)=\left(v_{1}(t), \cdots, v_{n}(t)\right)$ is one positive solution of equations (7), we will show this leads to a contradiction for $\lambda>\lambda_{0}:=\frac{1}{P \eta}$ In fact ,if $\|v\| \leq r_{1}$, according to (28), we have

$$
f_{i}(t, v(t)) \geq \eta \sum_{i}=1^{n} v_{i}(t), t \in[0, \omega]
$$

On the other hand, if $\|v\|>r_{1}$, then

$$
\min _{0 \leq t \leq \omega} \sum_{i=1}^{n} v_{i}(t) \geq \sigma\|v\|>\sigma r_{1}
$$

which , together with (29), implies that

$$
f_{i}(t, v(t)) \geq \eta \sum_{i}=1^{n} v_{i}(t), t \in[0, \omega]
$$

Since $T_{\lambda} v(t)=v(t)$ for $t \in[0, \omega]$, it follows from Lemma 6 for $\lambda>\lambda_{0}$, that

$$
\|v\|=\left\|T_{\lambda} v\right\| \geq \lambda P \eta\|v\|>\|v\|
$$

which is a contradiction. Similar to Corollary 1, we have
Assume that (H1) and ( $H_{1}^{\prime}$ ) hold
(a) If $0<F_{\infty}<\infty$, then there exists $\lambda_{0}>0$ such that for $0<\lambda<\lambda_{0}$ equations (7) has one positive solution.
(b) If $F_{\infty}=\infty$ then there exists $\lambda_{0}>0$ such that for $0<\lambda<\lambda_{0}$ equations (7) has one positive solution.

Without loss of generality, we may assume that $F_{\infty} \geq F_{0}$, the other case $F_{\infty}<F_{0}$ can be treated similarly. If $\lambda$ satisfies

$$
\frac{1}{\sigma P F_{\infty}}<\lambda<\frac{1}{N F_{0}}
$$

then there exists an $0<\epsilon<F_{\infty}$ such that

$$
\frac{1}{\sigma P\left(F_{\infty}-\epsilon\right)}<\lambda<\frac{1}{N\left(F_{0}+\epsilon\right)}
$$

now ,according an $0<\epsilon<F_{0}$, there exists $r_{1}>0$ such that

$$
f_{i}(t, u) \leq\left(, u \in \mathbb{R}_{+}^{n},\|u\| \leq r_{1}, i=1, \cdots, n, t \in[0, \omega]\right.
$$

Thus,

$$
f_{i}(t, u(t)) \leq\left(F_{0}+\epsilon\right)\|u\|, u \in \partial \Omega_{r_{1}}, i=1, \cdots, n, t \in[0, \omega]
$$

Therefore, we have, by Lemma 7 , that

$$
\begin{equation*}
\left\|T_{\lambda} u\right\| \leq \lambda N\left(F_{0}+\epsilon\right)\|u\|<\|u\|, u \in \partial \Omega_{r_{1}} \tag{30}
\end{equation*}
$$

On the other hand, there is some $i$ such that $f_{i}^{\infty}=F_{\infty}>0$. Thus, there exists $H>r_{1}>0$ such that

$$
f_{i}(t, u) \geq\left(F_{\infty}-\epsilon\right)\|u\|, u=\left(u_{1}, \cdots, u_{n}\right) \in \mathbb{R}_{+}^{n},\|u\| \geq H, t \in[0, \omega]
$$

Set $r_{2}=\left\{2 r_{1}, \frac{H}{\sigma}\right\}$, Then it follows that

$$
\min _{0 \leq t \leq 1} \sum_{j=1}^{n} u_{j}(t) \geq \sigma\|u\|=\sigma r_{2} \geq H, u=\left(u_{1}, \cdots, u_{n}\right) \in \partial \Omega_{r_{2}}
$$

which implies that

$$
f_{i}(t, u(t)) \geq\left(F_{\infty}-\epsilon\right) \sum_{j=1}^{n} u_{j}(t), u \in \partial \Omega_{r_{2}}
$$

In view of Lemma 6 ,we have

$$
\begin{equation*}
\left\|T_{\lambda} u\right\| \geq \lambda \sigma P\left(F_{\infty}-\epsilon\right)\|u\|, u \in \partial \Omega_{r_{2}} \tag{31}
\end{equation*}
$$

Hence , according to (30) and (31), by Lemma 1, $T_{\lambda}$ has a fixed point on $\Omega_{r_{2}} \backslash \Omega_{r_{1}}$, Consequently, equations (7) has one positive solution.
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