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ON THE EXISTENCE, MULTIPLICITY, AND NONEXISTENCE

OF POSITIVE PERIODIC SOLUTIONS OF SYSTEMS OF

SECOND ORDER DIFFERENTIAL EQUATIONS

LI HONG BAI

Abstract. In this paper, we are concerned with the existence, multiplicity
and nonexistence of positive ω-periodic solutions of the following systems of
second order differential equations

x′′(t) +A(t, x)x(t) = λF (x(t)), t ∈ (0, ω),

x(0) = x(ω), x′(0) = x′(ω),

where x = (x1, · · · , xn)T ,A(t, x)=diag[a1(t, x1), · · · , an(t, xn)], F (t, x) = [f1(t, x),
· · · , fn(t, x)]T , and λ > 0 is a positive parameter. The proof of our main re-
sults is based upon fixed point theorem.

1. Introduction and main results

Due to a wide range of applications in physics and engineering, second order
periodic boundary value problems have been investigated by many authors, see([1]-
[10]) and the references therein.

In [2], the following systems of second order singular differential equations

x′′(t) + a(t)x(t) = f1(t, x, y) (1)

y′′(t) + a(t)y(t) = f2(t, x, y) (2)

are studied. where the nonlinear terms f1(t, x, y), f2(t, x, y) have singularity near
(0,0). Suppose that ai(t) ∈ Λ+ ∪ Λ− with i = 1, 2(see[1]). Under some additional
assumptions about growth condition on the nonlinearity f , the authors obtained
two different positive solutions of equation1 and 2.

In [3], the following systems of second order differential equations

x′′ +m2x = λG(t)F (x) (3)

with the periodic boundary conditions

x(0) = x(2π), x′(0) = x′(2π) (4)
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are considered, where m ∈ (0, 1
2 ) is a constant, x = (x1, · · · , xn)

T , G(t)=diag[g1(t),

· · · , gn(t)], F (t, x) = [f1(x), · · · , fn(x)]T , and λ > 0 is a positive parameter, by
means of the Krasnosel’skii fixed point theorem, the authors established the exis-
tence , multiplicity and nonexistence of positive periodic solutions of (3).

In [4] the following systems of second order differential equations are considered

x′′ +A(t)x = λf(t, x) (5)

with the periodic boundary conditions

x(0) = x(1), x′(0) = x′(1) (6)

where x = (x1, · · · , xn)
T ,A(t)=diag[a1(t), · · · , an(t)], f(t, x) = [f1(t, x), · · · , fn(t, x)]T ,

and λ > 0 is a positive parameter, the authors established the existence, multiplic-
ity, nonexistence of positive periodic solutions of (5) by Krasnosel’skii fixed point
theorem on the compression and expression of cones.

In fact, almost all papers about second order periodic boundary value problems,
for example ([1]-[9], [11]-[13]) and the references therein, the coefficient a(·) ap-
peared in equations dependent only on time t. But in practical applications, the
coefficient a dependent on t and x is more meaningful.

Inspired by the above works, A natural question is what would happen if the
coefficient a(t) in [3] is replaced by a(t, x)?

In order to answer this question, By using fixed point index theory, we consider
more general second order differential systems

x′′(t) +A(t, x)x(t) = λF (x(t)), t ∈ (0, ω) (7)

with the periodic boundary conditions

x(0) = x(ω), x′(0) = x′(ω) (8)

where x = (x1, · · · , xn)
T , A(t, x)=diag[a1(t, x1), · · · , an(t, xn)], F (t, x) = [f1(t, x)

· · · , fn(t, x)]T , and λ > 0 is a positive parameter. We shall show that the number
of ω−periodic solution of (7) can be determined by the asymptotic behaviors of
F (x)
x at zero and infinity.
Let us to fix some notations to be used in the following: Given a ∈ L′(0, ω),

we write a ≻ 0 if a ≥ 0, for a.e. t ∈ [0, ω], and it is positive in a set of positive
measure. The usual Lp -norm is denoted by ∥ · ∥Lp . The conjugate exponent of p
is denoted by p∗, 1

p + 1
p∗ = 1. R = (−∞,∞), R+ = [0,∞), Rn

+ =
∏n

i=1 R+, and

for any u = (u1, · · · , un) ∈ R, ∥u∥ =
∑n

i=1 |ui|.

Our assumptions for this paper are:

(H1) For i = 1, · · ·n, ai(·, ·) ∈ C([0, ω] × R+,R+) is a ω−periodic functions with
respect to the first variable, and there exist two ω-periodic functions a1(·), a2(·) ∈
C(R,R+), such that

0 < a1(t) ≤
ai(t, ui)ui − ai(t, vi)vi

ui − vi
≤ a2(t), t ∈ R, ui, vi ∈ R with ui ̸= vi. (9)

Furthermore, ∥a2∥Lp < K(2p∗, ω),

K(p∗, ω) =

 2π

p∗ω
1+ 2

p∗
( 2
2+p∗ )

1− 2
p∗ (

Γ( 1
p∗ )

Γ( 1
2+

1
p∗ )

)2, if 1 ≤ p∗ < ∞,

4
ω , if p∗ = ∞,

where Γ is the Gamma function, (See [1]).
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(H2) fi(t, x) : [0, ω] × Rn
+ → [0,∞) is continuous, fi(t, x) > 0 if ∥x∥ > 0, i =

1, · · · , n.

Remark 1. It is easy to see that (9) is weaker than the condition 0 < (a(t, u)u)u <
a2(t), ∥a2∥Lp < K(2p∗, ω), which was used by Torres and Zhang in [10].

In order to state our results, we introduce the notations

f0
i = lim

u→0

f(u)

∥u∥
, f∞

i = lim
u→∞

f(u)

∥u∥
, u ∈ Rn

+, i = 1, · · · , n, uniformly in t,

F0 = max
i=1,··· ,n

{f0
i }, F∞ = max

i=1,··· ,n
{f∞

i },

i0 = number of zeros in the set {F0, F∞},
i∞ = number of infinities in the set {F0, F∞}.

Our main results are:

Theorem 1. Assume that (H1) and (H2) hold.
(a) If F0 = 0 and F∞ = ∞, then for all λ > 0 equations (7) has one positive

solution. s (b) If F0 = ∞ and F∞ = 0, then for all λ > 0 equations (7) has one
positive solution.

Theorem 2. Assume that (H1) and (H2) hold.
(a) If i0 = 1 or 2, then there exist λ0 > 0 such that for all λ > λ0 equations

(7) has i0 positive solutions.
(b) If i∞ = 1 or 2, then there exist λ0 > 0 such that for all 0 < λ < λ0 equations

(7) has i∞ positive solutions.
(c) If i∞ = 0, then there exist λ0 > 0 such that for all 0 < λ < λ0 equations

(7) has no positive solution.
(d) If i0 = 0, then there exist λ0 > 0 such that for all λ > λ0 equations (7) has

no positive solution.

Theorem 3. Assume that (H1) , (H2) and (H3)hold and i0 = i∞ = 0. If

1

σP max{F0, F∞}
< λ <

1

N min{F0, F∞}
,

equations (7) has one periodic solution.

Remark 3. In first-order case, by using fixed point index theory, Wang [14] ob-
tained the existence, multiplicity, of positive periodic solutions, but in second-order
case, relatively little results are obtained in the present literatures.

Remark 4. systems(1-11) are special cases of system (7), so our results generalize
the corresponding results in ([2]-[4]).

2. Preliminaries

Lemma 1.([16], [17]). Let E be a Banach space and K a cone in E. For r > 0,
define Kr = {u ∈ K : ∥u∥ < r}. Assume that T : Kr → K is completely continuous
such that Tu ̸= u for u ∈ ∂Kr = {u ∈ K : ∥u∥ = r}.
(i) If ∥Tu∥ > ∥u∥ for u ∈ ∂Kr, then

i(T,Kr,K) = 0.
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(ii) If ∥Tu∥ < ∥u∥ for u ∈ ∂Kr, then

i(T,Kr,K) = 1.

Definition 1. [10]. A function α ∈ C2((0, ω)) ∩ C1([0, ω]) is a lower solution of
the periodic problem

u′′(t) + ai(t, u)u(t) = 0, t ∈ (0, ω) (10)

with the periodic boundary conditions

u(0) = u(ω), u′(0) = u′(ω) (11)

if

α′′(t) + ai(t, α)α(t) ≥ 0, t ∈ (0, ω) (12)

A function β ∈ C2((0, ω))∩C1([0, ω]) is an upper solution of the periodic problem
(10) if 

β′′(t) + ai(t, β)β(t) ≤ 0, t ∈ (0, ω)

β(0) = β(ω), β′(0) ≤ β′(ω).

Lemma 3. [10]. Let us assume the existence of a couple of lower and upper
solutions α and β such that β ≤ α. Suppose that there exists a function ϕ ∈ L1(0, ω)
such that ϕ ≻ 0 and

a(t, u)u− a(t, v)v ≤ ϕ(t)(v − u)

for a.e. t ∈ (0, ω) and all β(t) ≤ u ≤ v ≤ α(t). Then, if

∥ϕ∥Lp ≤ K(2p∗, ω)

for some p ∈ [1,∞), equtions (10) has a solution x ∈ [β, α]

Lemma 4. Assume (H1) holds, then for h(·) ∈ L1[0, ω] and h(t) ≥ 0, second order
differential equation

u′′(t) + a(t, u)u(t) = h(t), t ∈ (0, ω) (13)

has a unique positive solution.
Proof. From [1], we know that for h(·) ∈ L1[0, ω] and h(t) ≥ 0 on [0, ω], the linear
problem

u′′
1(t) + a1(t)u1(t) = h(t), t ∈ (0, ω) (14)

exists the unique positive solution

u1(t) =

∫ ω

0

G1(t, s)h(s)ds, t ∈ [0, ω].

Similarly, the linear problem

u′′
2(t) + a2(t)u2(t) = h(t), t ∈ (0, ω) (15)

exists the unique positive solution

u2(t) =

∫ ω

0

G2(t, s)h(s)ds, t ∈ [0, ω],

where Gi(t, s), i = 1, 2 denote the Green’s function of linear problem (14) and
(15).From [1], we know that Gi(t, s) > 0, t, s ∈ [0, ω], i = 1, 2.

Next, we will check that u1, u2 are lower and upper solution of (13), respectively.
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In fact, we have
u′′
1(t) + a(t, u1)u1(t)− h(t) ≥ u′′

1(t) + a1(t)u1(t)− h(t) = 0, t ∈ (0, ω),

u1(0) = u1(ω), u′
1(0) ≥ u1(ω).

So u1 is a lower solution of (13), similarly, we can check u2 is an upper solution of
(13).

Combining (H1) and Lemma 3, we can conclude that there exist a solution u of
((13)), such that

u2(t) ≤ u(t) ≤ u1(t), t ∈ [0, ω] (16)

As for the uniqueness of the periodic solution, we note that if x, y are ω-periodic
solution of ((13)), then z = x− y is a ω-periodic function satisfying

z′′(t) + a(t, x)x(t)− a(t, y)y(t) = 0, t ∈ (0, ω),

according to (H1), there exists ω-periodic function c(·) ∈ C(R, [0,∞)) and a1(t) ≤
c(t) ≤ a2(t) for all t ∈ [0, ω], such that z also satisfying

z′′(t) + c(t)z = 0, t ∈ (0, ω) (17)

So, ∥c∥Lp < K(2p∗, ω). By the comparison result for eigenvalue (see Theorem
4.2 of [10]), we get equation (17) has only the trivial ω-periodic solution, which
implies that x ≡ y. �

Hence, the Green’s function of (10) exists, and letGu(t, s) be the Green’s function
of (10), let us estimate the range of Gu(t, s).
Lemma 5. Assume (H1) holds, then

G2(t, s) ≤ Gu(t, s) ≤ G1(t, s), (t, s) ∈ [0, ω]× [0, ω].

Proof.. We get∫ ω

0

G2(t, s)h(s)ds ≤
∫ ω

0

Gu(t, s)h(s)ds ≤
∫ ω

0

G1(t, s)h(s)ds, t ∈ [0, ω].

Next, we only show that Gu(t, s) ≤ G1(t, s). The other case can be treated similarly.
Suppose on the contrary that there exists (t0, s0) ∈ [0, ω] × (0, ω), such that

Gu(t0, s0) > G1(t0, s0).
Let

h(t) =



0, 0 ≤ t ≤ s0 − ϵ,

t− s0 + ϵ, s0 − ϵ ≤ t ≤ s0,

s0 + ϵ− t, s0 ≤ t ≤ s0 + ϵ,

0, s0 + ϵ ≤ t ≤ ω.

Then, h ∈ L1[0, ω] and h(t) ≥ 0 in [0, ω].
By the continuity of Gu(t, s) and G1(t, s) with respect to s, then there exists

ϵ > 0, such that

Gu(t0, s)−G1(t0, s) > 0, s ∈ (s0 − ϵ, s0 + ϵ).
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Thus

u(t0)− u1(t0) =

∫ ω

0

(Gu(t0, s)−G1(t0, s))h(s)ds

=

∫ s0−ϵ

0

(Gu(t0, s)−G1(t0, s))h(s)ds+

∫ s0+ϵ

s0−ϵ

(Gu(t0, s)−G1(t0, s))h(s)ds

+

∫ ω

s0+ϵ

(Gu(t0, s)−G1(t0, s))h(s)ds > 0,

this contradicts.
when s0 = 0 or ω, by the similar method, we can get contradiction.

�

Let

M = max
t,s∈[0,ω]

G1(t, s), m = min
t,s∈[0,ω]

G2(t, s) (18)

so, we have 0 < m ≤ Gu(t, s) ≤ M, t, s ∈ [0, ω].

LetX be the Banach space C[0, ω]n, with ∥u∥ =
∑n

i=1 sup
t∈[0,ω]

|u(t)|, u = (u1, · · · , un) ∈

X, for u ∈ X or Rn
+, ∥u∥ denotes the norm of u in X or Rn

+, respectively.

Ai = min
0≤t,s≤ω

Gi(t, s) > 0, Bi = max
0≤t,s≤ω

Gi(t, s) > 0, 1 > σi =
Ai

Bi
> 0.

Define K be a cone in X by

K = {u = (u1, · · · , un) ∈ X : ui(t) ≥ 0, t ∈ [0, ω], min
t∈[0,ω]

ui(t) ≥ σi sup
t∈[0,ω]

|ui(t)|, i = 1, · · · , n}.

Let the map Tλ : K → X be a map with the componenuts (T 1
λ , · · · , Tn

λ ), which
are defined by

T i
λu(t) =

∫ ω

0

λGi
u(t, s)fi(s, u(s))ds, 0 ≤ t ≤ ω, i = 1, · · · , n.

Lemma 6. Assume that (H1) and (H2) hold. Then Tλ(K) : K → K is compact
and continuous.

Proof. It is not difficult to check that for u ∈ K, we have

T i
λu(t) = λ

∫ ω

0

Gi
u(t, s)fi(s, u(s))ds

≥ λ
Ai

Bi

∫ ω

0

Gi
u(t, s)f(t, u(t))ds

≥ λσi

∫ ω

0

max
0≤t,s≤ω

Gi
u(t, s)f(t, u(s))ds

≥ σi sup
0≤t≤ω

T i
λu(t),

Consequently, we get T i
λ(K) → K, i = 1, · · · , n, and it is easy to show that

Tλ : K → K is compact and continuous. �
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Obviously, the equations (7) is equivalent to the fixed point problem of Tλ in K,
Let

A = min
1≤i≤n

Ai, B = max
1≤i≤n

Bi, σ = min
1≤i≤n

σi, P = σA, N = nB

Lemma 7. Assume that (H1)-(H2) hold. Let u = ((u1(t), · · · , un(t))) ∈ K, and
η > 0 ,if there exists a component fi of f such that

fi(t, u(t)) ≥ η
n∑

i=1

ui(t), t ∈ [0, ω],

then ∥Tλu∥ ≥ λPη∥u∥.

Proof. From the definition of Tλu ,it follow that

T i
λu(t) = λ

∫ ω

0

Gi
u(t, s)fi(s, u(s))ds

≥ λ
Ai

Bi

∫ ω

0

Gi
u(t, s)f(t, u(t))ds

≥ λσi

∫ ω

0

max
0≤t,s≤ω

Gi
u(t, s)f(t, u(s))ds

≥ σi sup
0≤t≤1

T i
λu(t),

Lemma 8. Assume that (H1) and (H2) hold. For any r > 0, u = (u1(t), · · · , un(t)) ∈
∂Ωr, if there exists ϵ > 0, such that

fi(t, u(t)) ≤ ϵ
n∑

i=1

u(t), t ∈ [0, ω], i = 1, · · · , n,

then
||Tλu|| ≤ λϵN ||u||.

Proof. From the definition of T , for u ∈ ∂Ωr, we have

∥Tλu∥ ≤ λ
n∑

i=1

∫ ω

0

f(s, u(s))ds

≤ λ
n∑

i=1

Bi

∫ ω

0

ϵ
n∑

i=1

ui(s)ds

≤ λ
n∑

i=1

Bi||u|| ≤ λϵN∥u∥.

Lemma 9. Assume that (H1)-(H2) hold. If u ∈ ∂Ωr, r > 0, then

||Tλu|| ≥ λ
P

σ
m(r).

where mr = min{fi(t, u) : u ∈ Rn
+, σr ≤ ∥u∥ ≤ r, t ∈ [0, ω], i = 1, · · · , n} > 0

Proof. Since f(u(t)) ≥ m(r) for t ∈ [0, ω], it is easy to see that this lemma can be
shown in a similar manner as in Lemma 7. �
Lemma 10. Assume that (H1), (H2), and (H3) hold. If u ∈ ∂Ωr, r > 0, then

||Tλu|| ≥ λNM(r).
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where Mr = min{fi(t, u) : u ∈ Rn
+, σr ≤ ∥u∥ ≤ r, t ∈ [0, ω], i = 1, · · · , n} > 0

Proof. Since f(u(t)) ≤ M(r) for t ∈ [0, ω], it is easy to see that this lemma can
be shown in a similar manner as in Lemma 8. �

3. Proof of Theorem 1

Proof. Part (a). F0 = 0 implies that f0
i = 0, i = 1, · · · , n. So we can choose a

number r1 > 0 such that

fi(t, u) ≤ ε∥u∥, u ∈ Rn
+, ∥u∥ ≤ r1, i = 1, · · · , n, t ∈ [0, ω],

where the constant ϵ > 0 satisfies

λεN < 1

Therefore by Lemma 7 we have

∥Tλu∥ ≤ ∥u∥, u ∈ ∂Ωr1 (19)

On the other hand, since F∞ = ∞, there is a component fi of f such that f∞
i = ∞.

Therefore, there exists a constant H > r1 > 0 such that

fi(t, u) ≥ η∥u∥, u = (u1, · · · , un) ∈ Rn
+, ∥u∥ ≥ H, t ∈ [0, ω],

where η > 0 is chosen such that

λPη > 1.

Set r2 = max{2r1, H
σ }, If u = (u1, · · · , un) ∈ ∂Ωr2 , then

min
0≤t≤ω

n∑
i=1

ui(t) ≥ σ∥u∥ = σr2 ≥ H,

which implies that

fi(t, u(t)) ≥ ηui(t), t ∈ [0, ω],

It follows from Lemma 6 that

∥Tλu∥ ≥ λPη∥u∥ > ∥u∥, u ∈ ∂Ωr2 (20)

Now according to (19) and (20), by Lemma 1 we get the fixed point of Tλ on
Ωr2\Ωr1 .

Part (b). If F0 = ∞, there is a component fi of f such that f0
i = ∞. Therefore

there exists r1 > 0 such that

fi(t, u) ≥ η∥u∥, u = (u1, · · · , un) ∈ Rn
+, ∥u∥ ≤ r1, t ∈ [0, ω],

where η > 0 is chosen such that

λPη > 1,

If u = (u1, · · · , un) ∈ ∂Ωr1

fi(t, u) ≥ η
n∑

i=1

ui(t), t ∈ [0, ω],

which implies

∥Tλu∥ ≥ λPη∥u∥ > ∥u∥, u ∈ ∂Ωr1 (21)

Next we determine Ωr2 , Since F∞ = 0, we have f∞
i = 0, i = 1, · · · , n. Therefore,

there exists H > r1 > 0, such that

fi(t, u) ≤ ϵ∥u∥, u = (u1, · · · , un) ∈ Rn
+, ∥u∥ ≥ H, t ∈ [0, ω].
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where ϵ satisfies
λϵN < 1

Set r2 = max{2r1, H
σ }. If u = (u1, · · · , un) ∈ ∂Ωr2 , then

min
0≤t≤ω

n∑
i=1

ui(t) ≥ σ∥u∥ = σr2 ≥ H, u ∈ ∂Ωr2 , t ∈ [0, ω],

which implies that

fi(t, u(t)) ≤ ϵ

n∑
i=1

ui(t), t ∈ [0, ω]

Thus, by Lemma 7, the following inequality

∥Tλu∥ ≤ λNϵ∥u∥ < ∥u∥, u ∈ ∂Ωr2 (22)

holds.
Now according to (21) and (22), by Lemma 1 we get the fixed point of Tλ on

Ωr2\Ωr1 .
This method can be applied to the case that fi(t, x) has a singularity near 0.

We assume
(H ′

2) : fi(t, x) : [0, ω] × Rn
+\{0} → (0,+∞) is continuous, and has a singularity

near 0, i = 1, · · · , n.

Then we can obtain the analogous result.

Corollary 1. Assume that (H1)and (H ′
2) hold. If F∞ = 0, then equations (7) has

one positive solution.

Proof. In fact, since fi(t, u), i = 1, · · · , n have singularity near u=0, then

lim
∥u∥→0

fi(t, u)

∥u∥
= ∞, i = 1, · · · , n,

that is F0 = ∞.By part(b) of Theorem 1 we have finished the proof.

4. Proof of Theorem 2

Let r1 = 1, according to Lemma 8, we have

∥Tλu∥ > ∥u∥, u ∈ ∂Ωr1 , λ > λ0 :=
σ

m1P

If F0 = 0, then f∞
i = 0, i = 1, · · · , n. Therefore, there exists r2 < r1 such that

fi(t, u) ≤ ϵ∥u∥, u = (u1, · · · , un) ∈ Rn
+, ∥u∥ ≤ r2, t ∈ [0, ω].

where the constant ϵ satisfies
λϵN < 1,

If u = (u1, · · · , un) ∈ ∂Ωr2 , then

fi(t, u(t)) ≤ ϵ
n∑
i=i

ui(t), t ∈ [0, ω]

which implies, according to Lemma 7, that

∥Tλu∥ ≤ λNϵ∥u∥ < ∥u∥, u ∈ ∂Ωr2 (23)

If F∞ = 0, we have f∞
i = 0, i = 1, · · · , n. Therefore, there exists H > r1 > 0, such

that
fi(t, u) ≤ ϵ∥u∥, u = (u1, · · · , un) ∈ Rn

+, ∥u∥ ≥ H, t ∈ [0, ω].



EJMAA-2013/2 ON THE EXISTENCE, MULTIPLICITY, AND NONEXISTENCE 81

where ϵ satisfies
λϵN < 1.

Set r2 = max{2r1, H
σ }. If u = (u1, · · · , un) ∈ ∂Ωr2 , then min0≤t≤ω

∑n
i=1 ui(t) ≥

σ∥u∥ = σr2 ≥ H,u ∈ ∂Ωr2 , t ∈ [0, ω] which implies that

fi(t, u(t)) ≤ ϵ
n∑

i=1

ui(t), t ∈ [0, ω].

Thus, by Lemma 7, the following inequality

∥Tλu∥ ≤ λNϵ∥u∥, u ∈ ∂Ωr2 (24)

holds.
Thus, in view of Lemma 1, Tλ has a fixed point on Ωr1\Ωr2 or Ωr1\Ωr2 according

to F0 = 0, or F0 = 0 or F∞ = 0 respectively . Consequently, equations (7) has one
positive solution for λ > λ0

If F0 = F∞ = 0, it’s easy to see from the above proof that Tλ has a fixed point
u1(t) ∈ Ωr1\Ωr2 and a fixed point u2(t) ∈ Ωr3\Ωr1 , such that

r2 < ∥u1∥ < r1 < ∥u2∥ < r3.

Therefor equations (7) has two different positive solutions
Let r1 = 1, according to Lemma 9 ,we have

∥Tλu∥ < ∥u∥, u ∈ ∂Ωr1 , 0 < λ < λ0 :=
1

NM1
(25)

If F0 = ∞ there is a component fi of f such that f0
i = ∞. Therefore,there exists

r2 < r1 such that

fi(t, u) ≥ η∥u∥, u = (u1, · · · , un) ∈ Rn
+, ∥u∥ ≤ r1, t ∈ [0, ω].

where η > 0 is chosen such that
λPη > 1

u = (u1, · · · , un) ∈ ∂Ωr1

fi(t, u) ≥ η
∑
i

= 1nui(t), t ∈ [0, ω],

which implies
∥Tλu∥ ≥ λPη∥u∥ > ∥u∥, u ∈ ∂Ωr2 (26)

If F∞ = ∞, there is a component fi of f such that f∞
i = ∞ Therefore ,there exists

a constant H > r1 > 0 such that

fi(t, u) ≥ η∥u∥, u = (u1, · · · , un) ∈ Rn
+, ∥u∥ ≥ H, t ∈ [0, ω]

where η > 0 is chosen such that
λPη > 1.

Set r2 = max{2r1, H
σ }, Ifu = (u1, · · · , un) ∈ ∂Ωr2 , then

min
0≤t≤1

∑
i

= 1nui(t) ≥ σ∥u∥ = σr2 ≥ H

which implies that
fi(t, u(t)) ≥ ηui(t), t ∈ [0, ω]

It follows from Lemma 6 that

∥Tλu∥ ≥ λPη∥u∥ > ∥u∥, u ∈ ∂Ωr2 (27)
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thus, in view of Lemma 4,Tλ has a fixed point on Ωr1\Ωr2 orΩr1\Ωr2 If F0 = F∞ =
0, it’s easy to see from the above proof that Tλ has a fixed point u1(t) ∈ Ωr1\Ωr2

and a fixed point u2(t) ∈ Ωr3\Ωr1 ,such that

r2 < ∥u1∥ < r1 < ∥u2∥ < r3.

Therefore equations (7) has two different positive solutions
Since F0 < ∞ and F∞ < ∞ then f0

i < ∞, f∞ < ∞, i = 1, · · · , n. It is easy to
see that there exists an ϵ such that

fi(t, u) ≤ ϵ∥u∥, u ∈ Rn
+, t ∈ [0, 1], i = 1, · · · , n.

Assume that v(t) = (v1(t), · · · , vn(t)) is one positive solution of equations (7)
.We will show this leads to a contradiction for 0 < λ < λ0 := 1

NϵN . In fact, for

0 < λ < λ0 ,since Tλv(t) = v(t), we find ∥v∥ = ∥Tλv∥ =
∑n

i=1 max0≤t≤1 T
i
λv(t) ≤∑n

i=1 λBiϵ∥v∥ < ∥v∥.
Since F0 > 0 and F∞ > 0 ,there exist two components fi and fj of f and positive

numbers c1, c2, r1 and r2 such that r1 < r2 and

fi(t, u) ≥ c1∥u∥, u ∈ Rn
+, ∥u∥ ≤ r1,

fj(t, u) ≥ c1∥u∥, u ∈ Rn
+, ∥u∥ ≤ r2,

Let

η = min{c1, c2,min{fj(t, u)
∥u∥

: u ∈ Rn
+}, r1σ ≤ ∥u∥ ≤ r2} > 0.

Thus ,we have

fi(t, u) ≥ η∥u∥, u ∈ Rn
+, ∥u∥ ≤ r1 (28)

fi(t, u) ≥ η∥u∥, u ∈ Rn
+, ∥u∥ ≥ σr1 (29)

Assume that v(t) = (v1(t), · · · , vn(t)) is one positive solution of equations (7), we
will show this leads to a contradiction for λ > λ0 := 1

Pη In fact ,if ∥v∥ ≤ r1,

according to (28) ,we have

fi(t, v(t)) ≥ η
∑
i

= 1nvi(t), t ∈ [0, ω].

On the other hand, if ∥v∥ > r1,then

min
0≤t≤ω

n∑
i=1

vi(t) ≥ σ∥v∥ > σr1

which ,together with (29), implies that

fi(t, v(t)) ≥ η
∑
i

= 1nvi(t), t ∈ [0, ω].

Since Tλv(t) = v(t) for t ∈ [0, ω], it follows from Lemma 6 for λ > λ0, that

∥v∥ = ∥Tλv∥ ≥ λPη∥v∥ > ∥v∥,

which is a contradiction. Similar to Corollary 1,we have
Assume that (H1)and (H ′

1) hold
(a) If 0 < F∞ < ∞ ,then there exists λ0 > 0 such that for 0 < λ < λ0 equations

(7) has one positive solution.
(b) If F∞ = ∞ then there exists λ0 > 0 such that for 0 < λ < λ0 equations (7)

has one positive solution.



EJMAA-2013/2 ON THE EXISTENCE, MULTIPLICITY, AND NONEXISTENCE 83

Without loss of generality, we may assume that F∞ ≥ F0, the other case F∞ < F0

can be treated similarly. If λ satisfies

1

σPF∞
< λ <

1

NF0

then there exists an 0 < ϵ < F∞ such that

1

σP (F∞ − ϵ)
< λ <

1

N(F0 + ϵ)

now ,according an 0 < ϵ < F0, there exists r1 > 0 such that

fi(t, u) ≤ (, u ∈ Rn
+, ∥u∥ ≤ r1, i = 1, · · · , n, t ∈ [0, ω]

Thus,

fi(t, u(t)) ≤ (F0 + ϵ)∥u∥, u ∈ ∂Ωr1 , i = 1, · · · , n, t ∈ [0, ω]

Therefore ,we have, by Lemma 7 ,that

∥Tλu∥ ≤ λN(F0 + ϵ)∥u∥ < ∥u∥, u ∈ ∂Ωr1 (30)

On the other hand, there is some i such that f∞
i = F∞ > 0. Thus, there exists

H > r1 > 0 such that

fi(t, u) ≥ (F∞ − ϵ)∥u∥, u = (u1, · · · , un) ∈ Rn
+, ∥u∥ ≥ H, t ∈ [0, ω].

Set r2 = {2r1, H
σ }, Then it follows that

min
0≤t≤1

n∑
j=1

uj(t) ≥ σ∥u∥ = σr2 ≥ H, u = (u1, · · · , un) ∈ ∂Ωr2 ,

which implies that

fi(t, u(t)) ≥ (F∞ − ϵ)

n∑
j=1

uj(t), u ∈ ∂Ωr2 ,

In view of Lemma 6 ,we have

∥Tλu∥ ≥ λσP (F∞ − ϵ)∥u∥, u ∈ ∂Ωr2 (31)

Hence ,according to (30) and (31), by Lemma 1, Tλ has a fixed point on Ωr2\Ωr1 ,
Consequently, equations (7) has one positive solution. �

References

[1] P. J. Torres, Existence of one-signed periodic solution of some second order differential equa-
tions via a krasnoselskii fixed point theorem , J. Differential Equations 190 (2003) 643-662.

[2] X. Lin, D. Jiang, D.O’regan, R. Agarwal, Twin positive periodic solutions of second order

singular differential systems, Topol.Methods Nonlinear Anal.,25 (2005) 263-273.
[3] D. O’regan, H. Wang Positive periodic solutions of systems of second order ordinary differ-

ential equations, Positivity 10 (2006) 285-298.
[4] X. Li, Z. Zhang, On the existence of positive periodic solutions of systems of second order

differential equations, Math.Nachr 284 (2011) 1472-1482.
[5] J. R.Graef, L. Kong, H. Wang, Existence, multiplicity, and dependence on a parameter for

periodic boundary value problem, J.Differential Equations 245 (2008) 1185-1197.
[6] J. R.Graef, L. Kong, H. Wang, A periodic boundary value problem with vanishing Green’s

function, Appl.Math.Lett. 21 (2008) 176-180.
[7] J. Chu, P. J. Torres, M. Zhang, periodic solution of second order non-autonomous singular

dynamical systems, J. Differential Equations 239 (2007) 196-212.

[8] D. Franco, P. J. Torres, periodic solution of singular systems without the strong force condi-
tion, Proceeding of the American mathematical society 136 (2008) 1229-1236.



84 LI HONG BAI EJMAA-2013/2

[9] D. Jiang, J. Chu, M. Zhang, Multiplicity of positive periodic solution to superlinear repulsive

singular equation, J. Differential Equations 211 (2005) 282-302.
[10] A P. J. Torres, M. Zhang, A monotone scheme for a nonlinear second order equation based

on a generalized anti-maximum principle, Mathematische Nachrichten 251 (2003) 101-107.
[11] R. Y. Ma, C. H. Gao, R. P. Chen, Existence of positive solutions of nonlinear second-order

periodic boundary value problems, Boundary value problems, Article ID 626054, 18 pages,
2010 .

[12] C. J. Guo, Z. M. Guo, Existence of multiple periodic solutions for a class of second-order delay
differential equations, Nonlinear Analysis: Real World Applications 10 (2009) 3285-3297.

[13] D. Ye, M. Fan, H. Wang, Periodic solutions for scalar functional differential equations, Non-
linear Anal 62 (2005) 1157-1181.

[14] H. Y. Wang, Positive periodic solutions of functional differential systems, J. Differential
Equations 202 (2004) 354-366.

[15] D. O’regan, Positive periodic solutions of systems of second order ordinary differential equa-
tions, Positivity 10 (2006) 285-298.

[16] D. Guo, V. Lakshmikantham, Nonlinear problems in abstract cones, Academic Press, Or-
lando, FL,1988.

[17] M. Krasnosel’skii, Positive solutions of operator equations, Noordhoff, Groningen, 1964.

LI HONG BAI
Gansu Construction Vocational Technical College

E-mail address: bailihong0305@126.com


