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DIFFERENTIAL SUBORDINATIONS AND SUPERORDINATIONS

OF CERTAIN MEROMORPHIC FUNCTIONS ASSOCIATED

WITH AN INTEGRAL OPERATOR

H. E. DARWISH, A. Y. LASHIN AND S. M. SOILEH

Abstract. Differential subordinations and superordinations results are ob-
tained for certain meromorphic functions in the punctured unit disk which are
associated with an integral operator. These results are obtained by investigat-

ing appropriate classes of admissible functions. Sandwich-type results are also
obtained

1. Introduction

Let H(U) denotes the class of analytic functions in the open unit disk U ≡ {z ∈
C : |z| < 1} and Let H[a, n] denotes the subclass of the functions f ∈ H(U) of the
form f(z) = a+ anz

n + an+1z
n+1 + ... (a ∈ C); with

H[1, 1] ≡ H. If f, g ∈ H(U), we say that f is subordinate to g , or g is subordinate
to f, if there exists aschwarz function w(z) in U with w(0) = 0 and |w(z)| < 1 (z ∈
U), such that f(z) = g(w(z)). In such case we write f ≺ g or f(z) ≺ g(z) (z ∈ U).
If g(z) is univalent in U, then the following equivalence relationship holds true.

f(z) ≺ g(z)(z ∈ U) ⇐⇒ f(0) = g(0) and f(U) ⊂ g(U).

Let Σ denote the class of functions of the form:

f(z) =
1

z
+

∞∑
k=1

akz
k, (1)

which are analytic in the punctured disk U∗ = {z : z ∈ C and 0 < |z| < 1}
= U\{0}, with a simple pole at the origin.

Let f, g ∈ Σ, where f given by (1) and g is given by

g(z) =
1

z
+

∞∑
k=1

bkz
k. (2)
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Then the Hadamard product (or convolution) f ∗ g of the functions f and g is
defined by

(f ∗ g)(z) := 1

z
+

∞∑
k=1

akbkz
k := (g ∗ f)(z). (3)

Motivated essentially by Jung, Kim and Srivastava [7] on the normalized analytic
functions, Lashin [9] defined the following integral operators Qα

β : Σ → Σ :

Qα
β = Qα

βf(z) =
Γ(β + α)

Γ(β)Γ(α)

1

zβ+1

z∫
0

tβ
(
1− t

z

)α−1

f(t)dt (α, β > 0 ; z). (4)

where Γ(α) is the familiar Gamma function.
Using the integral representation of the Gamma and Beta functions, it can be shown
that
Remark 1. For f(z) ∈ Σ given by (1), we have

Qα
βf(z) =

1

z
+

Γ(β + α)

Γ(β)

∞∑
k=1

Γ(k + β + 1)

Γ(k + β + α+ 1)
akz

k (α > 0, β > 0). (5)

By (5) we see that

Jβf(z) = Q1
βf(z) = Jβf(z) =

β

zβ+1

z∫
0

tβf(t)dt (β > 0; z ∈ U∗), (6)

z
(
Qα

βf(z)
)′

= (β + α− 1)Qα−1
β f(z)− (β + α)Qα

βf(z)(α > 1, β > 0), (7)

where the operator Qα
β was introduced and studied by Mostafa and Aouf [13] with

p=1.
To prove our results, we need the following definitions and lemmas.

Let Q be the set of all functions q(z) that are analytic and injective on U \E(q),
where

E(q) = {ζ ∈ ∂U : lim
z→ζ

q(z) = ∞},

and are such that q′(ζ) ̸= 0 for ζ ∈ ∂U\E\(q). Further let the subclass of Q for
which q(0) = a be denoted by Q(a), and Q(1) ≡ Q1.
Definition 1 [11, Definition 2.3a, p. 27]. Let Ω be a set in C, q ∈ Q and n
be a positive integer. The class of admissible functions Ψn[Ω, q] consists of these
functions ψ : C3 × U → C that satisfy the admissibility condition ψ(r, s, t; z) /∈ Ω
whenever r = q(ζ), s = kζq′(ζ),

Re

{
t

s
+ 1

}
≥ kRe

{
1 +

ζq′′(ζ)

q′(ζ)

}
,

where z ∈ U, ζ ∈ ∂U\E(q) and k ≥ n. We write Ψ1[Ω, q] as Ψ[Ω, q].
In particular when q(z) = M Mz+a

M+āz , with M > 0 and |a| < M , then q(U) =

UM = {w : |w| < M} , q(0) = a, E(q) = φ and q ∈ Q(a). In this case, we set
Ψn[Ω,M, a] = Ψn[Ω, q], and in the special case when the set Ω = UM , the class is
simply denoted by Ψn[M,a].
Definition 2 [12, Definition 3, p. 817]. Let Ω be a set in C, q ∈ H[a, n] with
q′(z) ̸= 0. The class of admissible functions Ψ′

n[Ω, q] consists of these functions
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ψ : C3 × U → C that satisfy the admissibility condition ψ(r, s, t; ; ζ) ∈ Ω whenever
r = q(z), s = zq′(z)/m, and

Re

{
t

s
+ 1

}
≤ 1

m
Re

{
1 +

zq′′(z)

q′(z)

}
,

where z ∈ U, ζ ∈ ∂U and m ≥ n ≥ 1. In particular, We write Ψ′
1[Ω, q] as Ψ

′[Ω, q].
For the obove two classes of admissible functions, Miller and Mocanu proved the
following lemmas.
Lemma 1 [11, Theorem 2.3b, p.28]. Let ψ ∈ Ψn[Ω, q] with q(0) = a. If the analytic
function

g(z) = a+ anz
n + an+1z

n+1 + ...satisfies

ψ(p(z), zp′(z), z2p′′(z); z) ∈ Ω

then p(z) ≺ q(z).
Lemma 2 [12, Theorem 1, p. 818]. Let ψ ∈ Ψ′

n[Ω, q] with q(0) = a. If p(z) ∈ Q(a)
and

ψ(p(z), zp′(z), z2p′′(z); z),

is univalent in U then

Ω ⊂
{
ψ(p(z), zp′(z), z2p′′(z); z) : z ∈ U

}
,

implies q(z) ≺ p(z).
In the present investigation, the differential subordination result of Miller and

Mocanu [11, Theorem 2.3b, p. 28] is extended for functions associated with the
integral operator Qα

β , and we obtain certain other related results. A similar problem

for analytic functions was studied by Aghalary et al. [1], Ali et al. [3], Aouf [4], Aouf
et al. [5], Aouf and Seoudy [6], kim and Srivastava [8], and Raina and Sharma [15].
Also Ali et al. [2], Liu and Owa [10], and Kamali [14] investigated a subordination
problem for meromrphic functions. Additionally, the corresponding superordination
problem is investigated, and several Differential Sandwich-type results are obtained.

2. Subordination Results Involving Operator Qα
β

Unless otherwise mentioned, we assume throughout this paper that
α > 1, β > 0
Definition 3. Let Ω be a set in C, q(z) ∈ Q1 ∩ H. The class of admissible

functions ΦH [Ω, q] consists of those functions φ : C3 × U → C that satisfies the
admissibility condition

φ(u, v, w; z) /∈ Ω

whenever

u = q(ζ), v =
kζq′(ζ) + (β + α)q(ζ)

β + α
,

Re

{
w − u

v − u
− 2β + 2α− 1

β + α− 1

}
≥ k

β + α− 1
Re

{
1 +

ζq′′(ζ)

q′(ζ)

}
.

where z ∈ U, ζ ∈ ∂U\E(q) and k ≥ 1.
Theorem 1. Let φ ∈ ΦH [Ω, q]. If f ∈ Σ satisfies{

φ
(
zQα+1

β f(z), zQα
βf(z), zQ

α−1
β f(z); z

)
: z ∈ U

}
∈ Ω (8)
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then
zQα+1

β f(z) ≺ q(z).

Proof. Define the function p(z)in U by

p(z) := zQα+1
β f(z). (9)

In view of the relation (7), it follows from (9) that

zQα
βf(z) =

zp′(z) + (β + α)p(z)

β + α
. (10)

Further compuations show that

zQα−1
β f(z) =

z2p′′(z) + 2(β + α)zp′(z) + (β + α)(β + α− 1)p(z)

(β + α)(β + α− 1)
(11)

Define the transformations from C3 to C by

u(r, s, t) = r, v(r, s, t) = r + s+(β+α)r
β+α , w(r, s, t) = t+2(β+α)s+(β+α)(β+α−1)r

(β+α)(β+α−1) . (12)

Let

ψ(r, s, t; z) := φ(u, v, w; z) = φ(r, r + s+(β+α)r
β+α , t+2(β+α)s+(β+α)(β+α−1)r

(β+α)(β+α−1) ; z (13)

The proof will make use of Lemma 1. Using equations (9), (10) and (11), it follows
from (13) that

ψ(p(z), zp′(z), z2p′′(z); z) = φ
(
zQα+1

β f(z), zQα
βf(z), zQ

α−1
β f(z); z

)
. (14)

Hence (8) becomes
ψ(p(z), zp′(z), z2p′′(z); z) ∈ Ω.

The proof is completed if it can be shown that the admissibility condition for
φ ∈ ΦH [Ω, q] is equivalent to the admissibility condition for ψ as given in Definition
1. Note that

t

s
+ 1 = (β + α− 1)

(
w − u

v − u
− 2β + 2α− 1

β + α− 1

)
,

and hence ψ ∈ Ψ[Ω, q]. By lemma 1,

p(z) ≺ q(z) or zQα+1
β f(z) ≺ q(z).

If Ω ̸= C is a simply connceted domain, then Ω = h(U) for some conformal mapping
h(z) of U on to Ω. In this case the class ΦH [h(U), q] is written as ΦH [h, q].The
following result is an immediate consequence of Theorem 1.
Theorem 2. Let φ ∈ ΦH [h, q]. with q(0) = 1. If f ∈ Σ satisfies

φ
(
zQα+1

β f(z), zQα
βf(z), zQ

α−1
β f(z); z

)
≺ h(z) (z ∈ U), (15)

then

zQα+1
β f(z) ≺ q(z).

Our next result is an extension of theorem 1 to the case where the behavior of q(z)
on ∂U is not known.
Corollary 1. Let Ω ⊂ C and let q(z) be univalent in U, q(0) = 1. Let φ ∈
ΦH [Ω, qρ] for some ρ ∈ (0, 1) where qρ(z) = q(ρz). If f ∈ Σ satisfies

φ
(
zQα+1

β f(z), zQα
βf(z), zQ

α−1
β f(z); z

)
∈ Ω (z ∈ U),
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then
zQα+1

β f(z) ≺ q(z).

Proof. Theorem 1 yields zQα+1
β f(z) ≺ qρ(z). The result is now deduced from

qρ(z) ≺ q(z).
Theorem 3. Let h(z) and q(z) be univalent in U, with q(0) = 1. and qρ(z) = q(ρz)
and hρ(z) = h(ρz). Let φ : C3 × U → C satisfy one of the following conditions :
(1) φ ∈ ΦH [h, qρ], for some ρ ∈ (0, 1), or
(2) there exists ρ0 ∈ (0, 1) such that φ ∈ ΦH [hρ, qρ], for all ρ ∈ (ρ0, 1). If f ∈ Σ
satisfies (15), then

zQα+1
β f(z) ≺ q(z).

Proof. The proof is similar to [11 Theorem 2.3d, p. 30] and is therefore. omitted.
The next theorem yields the best dominant of the differential subordination (15)
Theorem 4. Let h(z) be univalent in U, and φ : C3 × U → C. Suppose that the
differential equation

φ
(
p(z), zp

′(z)+(β+α)p(z)
β+α , z

2p′′(z)+2((β+α)zp′(z)+(β+α)(β+α−1)p(z)
(β+α)(β+α−1) ; z

)
= h(z) (16)

has a solution q(z) with q(0) = 1 and one of the following conditions is satisfied
(1) q(z) ∈ Q1 and φ ∈ ΦH [h, q],
(2) q(z) is univalent in U and φ ∈ ΦH [h, qρ], for some ρ ∈ (0, 1), or
(3) q(z) is univalent in U and there exists ρ0 ∈ (0, 1) such that φ ∈ ΦH [hρ, qρ], for
all ρ ∈ (ρ0, 1).

If f ∈ Σ satisfies (15), then

zQα+1
β f(z) ≺ q(z).

and q(z) is the best dominant.
Proof. Following the same argument in [11, Theorem 2. 3e, p. 31], we deduce
that q(z) is adominant from Theorems 2 and 3. Since q(z) satisfies (16) it is also a
solution of (15) and therefore q(z) will be dominated by all dominants. Hence q(z)
is the best dominant.

In the particular case q(z) = 1 +Mz, M > 0, and in view of Definition 3, the
class of admissible functions ΦH [Ω, q] denoted by ΦH [Ω,M ] can be expressed in the
following form :
Definition 4. Let Ω be a set in C and M > 0. The class of admissible functions
ΦH [Ω,M ] consists of those functions φ : C3 × U → C such that the admissibility
condition

φ(1 +Meiθ, 1 + (k+β+α
β+α )Meiθ, 1 + ( [L+2k(β+α)+(β+α)(β+α−1)]

(β+α)(β+α−1) )Meiθ; z) /∈ Ω

(17)
whenever z ∈ U, θ ∈ R, Re

(
Le−iθ

)
≥ k(k − 1)M for all real θ and k ≥ 1.

Corollary 2. Let φ ∈ ΦH [Ω,M ]. If f ∈ Σ satisfies

φ
(
zQα+1

β f(z), zQα
βf(z), zQ

α−1
β f(z); z

)
∈ Ω (z ∈ U),

then ∣∣∣zQα+1
β f(z)− 1

∣∣∣ < M.

In the special case Ω = q(U) = {w : |w − 1| < M} , the class ΦH [Ω,M ] is simply
denoted by ΦH [M ]. Corollary 2 can be written as:
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Corollary 3. Let φ ∈ ΦH [M ]. If f ∈ Σ satisfies∣∣∣φ(zQα+1
β f(z), zQα

βf(z), zQ
α−1
β f(z); z

)
− 1
∣∣∣ < M,

then ∣∣∣zQα+1
β f(z)− 1

∣∣∣ < M.

Corollary 4. If M > 0 and f ∈ Σ satisfies∣∣∣zQα+1
β f(z)− zQα

βf(z)
∣∣∣ < M

β + α
,

then ∣∣∣zQα+1
β f(z)− 1

∣∣∣ < M. (18)

proof. The proof follows from Corollary 2 by taking φ (u, v, w; z) = v−u and Ω =
h(U), where h(z) = Mz

β+α , M > 0. To use Corollary 2, we need to show that

φ ∈ ΦH [Ω,M ], that is the admissible condition (17) is satisfied. This follows since∣∣∣φ(1 +Meiθ, 1 + (k+β+α
β+α )Meiθ, 1 + ( [L+2k(β+α)+(β+α)(β+α−1)]

(β+α)(β+α−1) )Meiθ; z)
∣∣∣

=
kM

β + α
≥ M

β + α
,

where z ∈ U, θ ∈ R, and k ≥ 1. Hence by Corollary 2, we deduce the required

result Theorem 4 shows that the result is sharp. The differential equation zq′(z)
β+α =

M
β+αz (α, β > 0) has a univalent solution q(z) = 1+Mz. It follows from Theorem

4 that q(z) = 1 +Mz is the best dominant.
Definition 5. Let Ω be a set in C and q(z) ∈ Q1 ∩H. The class of admissible

functions ΦH1 [Ω, q] consists of those functions φ : C3 × U → C
that satisfy the admissibility condition

φ(u, v, w; z) /∈ Ω,

whenever

u = q(ζ) , v =
−1 + (β + α+ 1)q(ζ) + kζq′(ζ)

q(ζ)

β + α
,

Re
{

v[(β+α−1)(w−v)−v+1]
(β+α)v−(β+α+1)u+1 + (β+α)v−2(β+α+1)u+1

β+α

}
≥ k

β + α
Re
{
1 + ζq′′(ζ)

q′(ζ)

}
.

where
z ∈ U, ζ ∈ ∂U\E(q) and k ≥ 1.

Theorem 5. Let φ ∈ ΦH,1[Ω, q]. If f ∈ Σ satisfies{
φ

(
Qα+1

β f(z)

Qα+2
β f(z)

,
Qα

βf(z)

Qα+1
β f(z)

,
Qα−1

β f(z)

Qα
βf(z)

; z

)
: z ∈ U

}
⊂ Ω (19)

then
Qα+1

β f(z)

Qα+2
β f(z)

≺ q(z).

Proof. Define the analytic function p(z) in U by

p(z) :=
Qα+1

β f(z)

Qα+2
β f(z)

. (20)
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Then

zp′(z)

p(z)
=
z
(
Qα+1

β f(z)
)′

Qα+1
β f(z)

−
z
(
Qα+2

β f(z)
)′

Qα+2
β f(z)

. (21)

In view of the relation (7), it follows from (21) that

(β + α)
Qα

βf(z)

Qα+1
β f(z)

=
zp′(z)

p(z)
+ (β + α+ 1)p(z)− 1. (22)

Differentiating logarthmically (22), further computations show that

Qα−1
β f(z)

Qα
βf(z)

=
1

(β + α− 1)

[
zp′(z)

p(z)
+ (β + α+ 1)p(z)− 2

]
+

1
(β+α−1)

[
(β + α+ 1)zp′(z) + zp′(z)

p(z) −
(

zp′(z)
p(z)

)2
+ z2p′′(z)

p(z)

]
zp′(z)
p(z) + (β + α+ 1)p(z)− 1

. (23)

Define the transformations C3 to C by

u(r, s, t) = r, v =
−1 + (β + α+ 1)r + s

r

β + α
,

w(r, s, t) =
1

β + α− 1

[s
r
+ (β + α+ 1)r − 2

]
+

1
(β+α−1)

[
β + α+ 1)s+ s

r −
(
s
r

)2
+ t

r

]
s
r + (β + α+ 1)r − 1

.

(24)
Let

ψ(r; s; t; z) = φ(u, v, w; z)

= φ

(
r,

−1+(β+α+1)r+ s
r

β+α , 1
β+α−1

[
s
r + (β + α+ 1)r − 2

]
+

1
(β+α−1)

[
β+α+1)s+ s

r−(
s
r )

2
+ t

r

]
s
r+(β+α+1)r−1

)
.

(25)
The proof will make use of lemma 1. Using equations (20), (22) and (23), it follows
from (25) that

ψ(p(z), zp′(z), z2p′′(z); z) = φ

(
Qα+1

β f(z)

Qα+2
β f(z)

,
Qα

βf(z)

Qα+1
β f(z)

,
Qα−1

β f(z)

Qα
βf(z)

; z

)
. (26)

Hence (19) implies

ψ(p(z), zp′(z), z2p′′(z); z) ∈ Ω

The proof is completed if it can be shown that the admissibility condition for
φ ∈ ΦH,1[Ω, q] is equivalent to the admissibility condition for ψ as given in Definition
1. Note that.

t

s
+1 = (β+α)

(
v [(β + α− 1)(w − v)− v + 1]

(β + α)v − (β + α+ 1)u+ 1
+

(β + α)v − 2(β + α+ 1)u+ 1

β + α

)
,

and hence ψ ∈ Ψ[Ω, q]. By Lemma 1, p(z) ≺ q(z) or

Qα+1
β f(z)

Qα+2
β f(z)

≺ q(z) (z ∈ U).
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If Ω ̸= C is a simply connected domain, with Ω = h(U), for some conformal mapping
h(z) of U on to Ω. In this case the class ΦH,1[h(U), q] is written as ΦH,1[h, q].

The following result is an immediate consequence of Theorem (5).
Theorem 6. Let φ ∈ ΦH,1[h, q] with q(0 ) = 1 . If f ∈ Σ satisfies

φ

(
Qα+1

β f(z)

Qα+2
β f(z)

,
Qα

βf(z)

Qα+1
β f(z)

,
Qα−1

β f(z)

Qα
βf(z)

; z

)
≺ h(z) (z ∈ U), (27)

then

Qα+1
β f(z)

Qα+2
β f(z)

≺ q(z).

In the particular case q(z) = 1 + Mz,M > 0, the class of admissible functions
ΦH,1[Ω, q] becomes the class ΦH,1[Ω,M ].
Definition 6. Let Ω be a set in C andM > 0. The class of admissible functions ΦH1 [Ω,M ]
consists of those functions φ : C3 × U → C that satisfy the admissibility condition

φ(1 +Meiθ, 1 +
1

β + α

[
(β + α+ 1)(1 +Meiθ) + k)

1 +Meiθ

]
Meiθ,

1

(β + α− 1

[
kMeiθ

1 +Meiθ
+ (β + α+ 1)(1 +Meiθ)− 2

]

28(1)

+
(M + e−iθ)

{
kM

[
(β + α+ 1)(1 +Meiθ) + 1

]
Le−iθ

}
− k2M2

(β + α− 1)(M + e−iθ) {kM + e−iθ(1 +Meiθ) [(β + α+ 1)(1 +Meiθ)− 1]}
/∈ Ω

whenever z ∈ U, Re(Le−iθ) ≥ kM(k − 1) for all real θ and k ≥ 1
Corollary 5. Let φ ∈ ΦH,1[Ω,M ]. If f ∈ Σ satisfies

φ

(
Qα+1

β f(z)

Qα+2
β f(z)

,
Qα

βf(z)

Qα+1
β f(z)

,
Qα−1

β f(z)

Qα
βf(z)

; z

)
∈ Ω (z ∈ U),

then ∣∣∣∣∣Q
α+1
β f(z)

Qα+2
β f(z)

− 1

∣∣∣∣∣ < M.

In the special case Ω = q(U) = {w : |w − 1| < M} , the class ΦH,1[Ω,M ] is asimply
denoted by ΦH,1[M ], and Corollary 5 takes the following form :

Corollary 6. Let φ ∈ ΦH,1[M ]. If f ∈ Σ satisfies∣∣∣∣∣φ
(
Qα+1

β f(z)

Qα+2
β f(z)

,
Qα

βf(z)

Qα+1
β f(z)

,
Qα−1

β f(z)

Qα
βf(z)

; z

)
− 1

∣∣∣∣∣ < M (z ∈ U),

then ∣∣∣∣∣Q
α+1
β f(z)

Qα+2
β f(z)

− 1

∣∣∣∣∣ < M.
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3. Superordination Results Involving the operator Qα
β

The dual problem of differential subordination, that is, differential superordination
of the operator Qα

β is Investigated in this section. For this purpose the class of
admissible functions is given in the following definition.
Definition 7. Let Ω be a set in C and q(z) ∈ H. with zq′(z) ̸= 0 The class

of admissible functions Φ
′

H [Ω, q] consists of those functions φ : C3 × U → C that
satisfy the admissibility condition

φ(u, v, w; ζ) ∈ Ω

whenever

u = q(z), v =
m(β + α)q(z) + zq′(z)

m(β + α)
,

Re
{

w−u
v−u − 2β+2α−1

β+α−1

}
≤ 1

m(β+α−1)Re
{
1 + zq′′(z)

q′(z)

}
, z ∈ U, ζ ∈ ∂U and m ≥ 1.

Theorem 7. Let φ ∈ Φ′
H [Ω, q]. If f ∈ Σ , zQα+1

β f(z) ∈ Q1 and

φ
(
zQα+1

β f(z), zQα
βf(z), zQ

α−1
β f(z); z

)
is univalent in U, then

Ω ⊂
{
φ
(
zQα+1

β f(z), zQα
βf(z), zQ

α−1
β f(z); z

)}
: z ∈ U (29)

implies

q(z) ≺ zQα+1
β f(z)

Proof. Let p(z) defined by (9) and ψ(z) defined by (14). Since φ ∈ Φ′
H [Ω, q], from

(14) and (29) we have

Ω ⊂
{
ψ(p(z).zp′(z), z2p′′(z); z) : z ∈ U

}
.

From (13), we see that the admissibility condition for φ ∈ Φ′
H [Ω, q] is equivalent to

the admissibility condition for ψ as given in Definition 2. Hence ψ ∈ Ψ′[Ω, q], and
by lemma 2. q(z) ≺ p(z) or

q(z) ≺ zQα+1
β f(z).

If Ω ̸= C is a simply connected domain then Ω = h(U) for some conformal mapping
h(z) of U on to Ω. Then the class Φ′

H [h(U), q] is written as Φ′
H,1[h, q]. Proceeding

similarly, as in the previous section, the following result is an immediate conse-
quence of Theorem 7.
Theorem 8. Let q(z) ∈ H, h(z) is analytic on U and φ ∈ Φ′

H [h, q]. If f ∈ Σ,

zQα+1
β f(z) ∈ Q1 and φ

(
zQα+1

β f(z), zQα
βf(z), zQ

α−1
β f(z); z

)
is univalent in U ,

then

h(z) ≺ φ
(
zQα+1

β f(z), zQα
βf(z), zQ

α−1
β f(z); z

)
(z ∈ U), (30)

implies

q(z) ≺ zQα+1
β f(z).

Theorem 7 and Theorem 8 can only be used to obtain subordinations of differential
superordination of the form (29) or (30).
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The following theorem proves the existence of the best subordinant of (30) for
certain ϕ.
Theorem 9. Let h(z) be analytic in U, and φ : C3 × U → C. Suppose that the
differential equation

φ
(
p(z), zp

′(z)+(β+α)p(z)
β+α , z

2p′′(z)+2((β+α)zp′(z)+(β+α)(β+α−1)p(z)
(β+α)(β+α−1) ; z

)
= h(z) (31)

has asolution q(z) ∈ Q1 if φ ∈ Φ
′

H [h, q] , f ∈ Σ, zQα+1
β f(z) ∈ Q1 and

φ
(
zQα+1

β f(z), zQα
βf(z), zQ

α−1
β f(z); z

)
is univalent in U then

h(z) ≺ φ
(
zQα+1

β f(z), zQα
βf(z), zQ

α−1
β f(z); z

)
implies

q(z) ≺ zQα+1
β f(z)

and q(z) is the best subordinant.
Proof. the proof is similiar to the proof of theorem 4 and is therefore omitted.

combining theorems 2 and 8, we obtain the following sandwich theorem.
Corollary 7. Let h1(z) and g1(z) be analytic functions in U , h2(z) be univalent

in U , q2(z) ∈ Q1 with q1(0) = q2(0) = 1 and φ ∈ ΦH [h2, q2] ∩ Φ
′

H [h1, q1]. If

f ∈ Σ, zQα+1
β f(z) ∈ H ∩Q1 and

φ
(
zQα+1

β f(z), zQα
βf(z), zQ

α−1
β f(z); z

)
is univalent in U , then

h1(z) ≺ φ
(
zQα+1

β f(z), zQα
βf(z), zQ

α−1
β f(z); z

)
≺ h2(z) (z ∈ U),

implies

q1(z) ≺ zQα+1
β f(z) ≺ q2(z).

Definition 8. Let Ω be a set in C and q(z) ∈ H. with zq′(z) ̸= 0. The class of

admissible functions Φ
′

H,1[Ω, q] consists of those functions φ : C3 × U → C that
satisfy the admissibility condition

φ(u, v, w; ζ) ∈ Ω,

whenever

u = q(z), v =
−1 + (β + α+ 1)q(z) + zq′(z)

mq(z)

β + α
,

Re
{

v[(β+α−1)(w−v)−v+1]
(β+α)v−(β+α+1)u+1 + (β+α)v−2(β+α+1)u+1

β+α

}
≤ 1

m(β+α)Re
{
1 + zq′′(z)

q′(z)

}
.

where
z ∈ U, ζ ∈ ∂U and m ≥ 1.

Now will give the dual result of theorem 5 for differential superordination
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Theorem 10. Let φ ∈ Φ′
H,1[Ω, q]. If f ∈ Σ,

Qα+1
β f(z)

Qα+2
β f(z)

∈ Q1 and

φ

(
Qα+1

β f(z)

Qα+2
β f(z)

,
Qα

βf(z)

Qα+1
β f(z)

,
Qα−1

β f(z)

Qα
βf(z)

; z

)

is univalent in U then

Ω ⊂

{
φ

(
Qα+1

β f(z)

Qα+2
β f(z)

,
Qα

βf(z)

Qα+1
β f(z)

,
Qα−1

β f(z)

Qα
βf(z)

; z

)
: z ∈ U

}
(32)

implies

q(z) ≺
Qα+1

β f(z)

Qα+2
β f(z)

.

Proof. Let p(z) be defined by (20) and ψ by (25). Since φ ∈ Φ′
H,1[Ω, q], from (26)

and (32) that we have

Ω ⊂
{
ψ(p(z), zp′(z), z2p′′(z); z) : z ∈ U

}
.

From (25), the admissibility condition for φ ∈ Φ′
H,1[Ω, q] is equivalent to the admis-

sibility condition for ψ as given in Definition 2. Hence ψ ∈ Ψ′[Ω, q], and by Lemma
2. q(z) ≺ p(z) or

q(z) ≺
Qα+1

β f(z)

Qα+2
β f(z)

.

If Ω ̸= C is a simply connected domain, then Ω = h(U) for some conformal
mapping h(z) of U on to Ω. In this case class Φ′

H,1[h(U), q] is written as Φ′
H,1[h, q].,

the following result is an immediate consequence of Theeorem 10.
Theorem 11. Let q(z) ∈ H, h(z) be analytic in U and φ ∈ Φ′

H,1[Ω, q].

If f ∈ Σ,
Qα+1

β f(z)

Qα+2
β f(z)

∈ Q1 and φ

(
Qα+1

β f(z)

Qα+2
β f(z)

,
Qα

βf(z)

Qα+1
β f(z)

,
Qα−1

β f(z)

Qα
βf(z) ; z

)
is univalent

in U, then

h(z) ≺ φ

(
fracQα+1

β f(z)Qα+2
β f(z),

Qα
βf(z)

Qα+1
β f(z)

,
Qα−1

β f(z)

Qα
βf(z)

; z

)
(z ∈ U), (33)

implies

q(z) ≺
Qα+1

β f(z)

Qα+2
β f(z)

.

combining Theorems 6 and 11, we obtain the following Sandwich-type theorem.
Corollary 8. Let h1(z) and q1(z) be analytic functions in U, h2(z) be univa-
lent function in U, q2(z) ∈ Q1 with q1(0) = q2(0) = 1, and φ ∈ ΦH,1[h2, q2] ∩
Φ′

H,1[h1, q1]. If f ∈ Σ,
Qα+1

β f(z)

Qα+2
β f(z)

∈ H ∩Q1 and

φ

(
Qα+1

β f(z)

Qα+2
β f(z)

,
Qα

βf(z)

Qα+1
β f(z)

,
Qα−1

β f(z)

Qα
βf(z)

; z

)
is univalent in U , then

h1(z) ≺ φ

(
Qα+1

β f(z)

Qα+2
β f(z)

,
Qα

βf(z)

Qα+1
β f(z)

,
Qα−1

β f(z)

Qα
βf(z)

; z

)
≺ h2(z)(z ∈ U),



EJMAA-2014/2(1) DIFFERENTIAL SUBORDINATIONS AND SUPERORDINATIONS 183

implies

q1(z) ≺
Qα+1

β f(z)

Qα+2
β f(z)

≺ q2(z).
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