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SUBORDINATION PROPERTIES FOR NEW CERTAIN

SUBCLASSES OF UNIVALENT FUNCTIONS

R. M. EL-ASHWAH, M. K. AOUF AND M. E. DRBUK

Abstract. In this paper, we obtain some subordination results for certian
subclasses of univalent functions defined by convolution.

1. Introduction

Let A denote the class of the functions of the form

f (z) = z +
∞∑
k=2

akz
k, (1)

which are analytic and univalent in the open unit disc U = {z : |z| < 1} . Let f ∈ A
be given by (1.1) and g be given by

g (z) = z +
∞∑
k=2

bkz
k. (2)

Definition 1 Hadamard product or convolution). Let a function f defined by (1)
and g defined by (1.2) the Hadamard product (or convolution) (f ∗ g) is defined by

(f ∗ g)(z) = z +

∞∑
k=2

akbkz
k = (g ∗ f)(z). (3)

Also, we denote by Ω the class of analytic functions ω(z) in U, normalized by
ω(0) = 0 and satisfying the condition |ω(z)| < 1 for all z ∈ U (see [9]).
Further let S denote the subclass of A consisting of analytic and univalent functions
f in U. A function f in S is said to be starlike of order α if and only if

Re

{
zf ′ (z)

f (z)

}
> α (0 ≤ α < 1; z ∈ U) . (4)

We denote by S∗ (α) the class of all starlike functions of order α. Also a function f
in S is said to be convex of order α if and only if

Re

{
1 +

zf ′′ (z)

f ′ (z)

}
> α (0 ≤ α < 1; z ∈ U) . (5)
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We denote by K (α) the class of all convex functions of order α.
We note that

f(z) ∈ K(α) ⇐⇒ zf ′ (z) ∈ S∗(α), (6)

S∗(α) ⊆ S∗(0) ≡ S∗ and K(α) ⊆ K(0) ≡ K.

The classes S∗,K, S∗(α) and K(α) were first introduced by Robertson [13] and
the classes S∗(α) and K(α) were studied subsequently by MacGregor [10] Schild
[16], Pinchuk [12], Jack [9] and others.
Definition 2 [11] (Subordination Principle). For two functions f(z) and F (z),
analytic in U, we say that f(z) is subordiate to F (z), written symbolically as follows:

f ≺ F in U or f(z) ≺ F (z)(z ∈ U),

if there exists a Schwarz function ω(z) ∈ Ω, which (by definition) is analytic in U
with

ω(0) = 0 and |ω(z)| < 1(z ∈ U)

such that
f(z) = F (ω(z))(z ∈ U).

Indeed it is known that

f(z) ≺ F (z)(z ∈ U) =⇒ f(0) = F (0) and f(U) ⊂ F (U).

In particular, if the function F (z) is univalent in U, we have the following equiva-
lence

f(z) ≺ F (z)(z ∈ U) ⇐⇒ f(0) = F (0) and f(U) ⊂ F (U).

For positive real values of α1, ..., αq and β1, ..., βs (βj /∈ Z−
0 = {0,−1,−2, ...} ; j =

1, 2, ..., s), we now define the generalized hypergeometric function qFs(α1, ..., αq;β1, ..., βs; z)
by

qFs(α1, ..., αq;β1, ..., βs; z) =
∞∑
k=0

(α1)k...(αq)k
(β1)k...(βs)k

.
zk

k!

(q ≤ s+ 1; q, s ∈ N0 = N ∪ {0},N = {1, 2, ...}; z ∈ U),

where (a)m is the Pochhammer symbol defined by

(a)m =
Γ(a+m)

Γ(a)
=

{
1 (m = 0),
a(a+ 1)....(a+m− 1) (m ∈ N).

Corresponding to the function h(α1, ..., αq;β1, ..., βs; z) defined by

h(α1, ..., αq;β1, ..., βs; z) = z qFs(α1, ..., αq;β1, ..., βs; z),

we consider a linear operator H(α1, ..., αq;β1, ..., βs; z) : A −→ A which is defined
by following Hadamard product (or convolution):

H(α1, ..., αq;β1, ..., βs)f(z) = h(α1, ..., αq;β1, ..., βs; z) ∗ f(z).
We observe that for function f(z) of the form (1) we have

H(α1, ..., αq;β1, ..., βs)f(z) = z +
∞∑
k=2

Γk(α1)akz
k,

where

Γk(α1) =
(α1)k−1...(αq)k−1

(β1)k−1....(βs)k−1
· 1

(1)k−1
(k ≥ 2) . (7)

For convenience, we write

Hq,s(α1) = H(α1, ..., αq;β1, ..., βs).
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The linear operator Hq,s(α1) was introduced and studied by Dziok and Srivastava
[6], and includes (as its special cases) various other linear operators for example
Carlson and Shaffer [3], Ruscheweyh [14] and others.
For A,B fixed −1 ≤ B < A ≤ 1 and 0 ≤ γ ≤ 1, we define the subclass Sγ(f, g;A,B)
of A consisting of functions f of the form (1.1) and functions g given by (1.2) with
bk ≥ 0,as follows:

zF ′
γ(f, g) (z)

Fγ(f, g) (z)
≺ 1 +Az

1 +Bz
, (8)

where

zF ′
γ(f, g) (z) = z (f ∗ g)′ (z) + γz2 (f ∗ g)′′ (z),

and

Fγ(f, g) (z) = (1− γ) (f ∗ g) (z) + γz (f ∗ g)′ (z)
From (8) and the definition of subordination we obtain

zF ′
γ(f, g) (z)

Fγ(f, g) (z)
=

1 +Aω (z)

1 +Bω (z)
, ω(z) ∈ Ω

and hence ∣∣∣∣∣∣
zF ′

γ(f,g)(z)

Fγ(f,g)(z) − 1

B
zF ′

γ(f,g)(z)

Fγ(f,g)(z)
−A

∣∣∣∣∣∣ < 1. (9)

We note that for suitable choices of g, γ, A and B, we obtain the following sub-
classes:
(i)Putting g(z) = z

1−z , γ = 0, A = 1 − 2α (0 ≤ α < 1) and B = −1, we have

S0(f,
z

1−z ; 1− 2α,−1) = S∗(α) and g(z) = z
1−z , γ = 1, A = 1− 2α (0 ≤ α < 1) and

B = −1, we have S1(f,
z

1−z ; 1− 2α,−1) = K (α)

(ii) Putting g(z) = z
1−z , γ = 0, A = (1− 2α)β and B = −β (0 ≤ α < 1, 0 < β ≤ 1),

we have S0(f,
z

1−z ; (1− 2α)β,−β) = S(α, β) and g(z) = z
1−z , γ = 1, A = (1− 2α)β

and B = −β (0 ≤ α < 1, 0 < β ≤ 1), we have S1(f,
z

1−z ; (1 − 2α)β,−β) = C (α, β)

(see Gupta and Jain [8]).
Also we note that

(i) Putting g(z) = z +
∞∑
k=2

Γk (α1) z
k, where Γk (α1) is given by (1.7), we have

Sγ(f, z +
∞∑
k=2

Γk (α1) z
k;A,B) = Sγ(f,Hq,s (α1) ;A,B)

=

{
f ∈ A :

z (Hq,s (α1) f(z))
′
+ γz2 (Hq,s (α1) f(z))

′′

(1− γ) (Hq,s (α1) f(z)) + γz (Hq,s (α1) f(z))
′ ≺

1 +Az

1 +Bz
, z ∈ U

}
;

(ii) Putting g(z) = z +
∑∞

k=2

(
1+ℓ+λ(k−1)

1+ℓ

)m
zk, where λ ≥ 0; ℓ ≥ 0 and m ∈ N0,

we have Sγ(f, z +
∑∞

k=2

(
1+ℓ+λ(k−1)

1+ℓ

)m
zk;A,B) = Sγ(f, I

m
λ,ℓ;A,B)

=

f ∈ A :
z
(
Imλ,ℓf(z)

)′
+ γz2

(
Imλ,ℓf(z)

)′′
(1− γ)

(
Imλ,ℓf(z)

)
+ γz

(
Imλ,ℓ (α1) f(z)

)′ ≺ 1 +Az

1 +Bz
, z ∈ U

 ,

where Imλ,ℓ is Catas operator (see [4])

(iii) Putting g(z) = z +
∑∞

k=2

(
k+λ−1

λ

)
zk, where λ > −1, we have Sγ(f, z +
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k=2

(
k+λ−1

λ

)
zk;A,B) = Sγ(f,D

λ;A,B)

=

{
f ∈ A :

z
(
Dλf(z)

)′
+ γz2

(
Dλf(z)

)′′
(1− γ) (Dλf(z)) + γz (Dλf(z))

′ ≺
1 +Az

1 +Bz
, z ∈ U

}
,

where Dλ is Ruscheweyh derivative [14], defined by

Dλf(z) =
z(zλ−1f(z))λ

λ!
=

z

(1− z)λ+1
∗ f(z);

(iv) Putting g(z) = z+
∑∞

k=2 k
nzk, where n ∈ N0, we have Sγ(f, z+

∑∞
k=2 k

nzk;A,B) =
Sγ(f,D

n;A,B)

=

{
f ∈ A :

z (Dnf(z))
′
+ γz2 (Dnf(z))

′′

(1− γ) (Dnf(z)) + γz (Dnf(z))
′ ≺

1 +Az

1 +Bz
, z ∈ U

}
,

where Dn is Salagean operator [15], defined by

Dnf(z) = z +
∞∑
k=2

knakz
k;

(v) Putting g(z) = z+
∑∞

k=2

(
k+ℓ
1+ℓ

)m
zk, where m ∈ N0 and ℓ ≥ 0 we have Sγ(f, z+∑∞

k=2

(
k+ℓ
1+ℓ

)m
zk;A,B) = Sγ(f, I

m
ℓ ;A,B)

=

{
f ∈ A :

z (Imℓ f(z))
′
+ γz2 (Imℓ f(z))

′′

(1− γ) (Imℓ f(z)) + γz (Imℓ f(z))
′ ≺

1 +Az

1 +Bz
, z ∈ U

}
,

where Imℓ is Cho and Kim operator [5], defined by

Imℓ f(z) = z +

∞∑
k=2

(
k + ℓ

1 + ℓ

)m

akz
k.

Definition 3 [18] (Subordination Factor Sequence). A sequence {ck}∞k=1 of com-
plex numbers is said to be subordinating factor sequence if, whenever f(z) of the
form (1) is analytic, univalent and convex in U, we have the subordination given by

∞∑
k=1

akckz
k ≺ f(z)(z ∈ U ; a1 = 1). (10)

2. Main Results

To prove our main results we need the following lemmas.
Lemma 1 [18]. The sequence {ck}∞k=1 is subordinating factor sequence if and only
if

Re

{
1 + 2

∞∑
k=1

ckz
k

}
> 0 (z ∈ U) .

Now, we prove the following lemma which gives a sufficient condition for functions
belonging to the class Sγ(f, g;A,B).
Lemma 2. A function f(z) of the form (1.1) is in the class Sγ(f, g;A,B) if

∞∑
k=2

[k (1−B) + (A− 1)] [1 + γ (k − 1)] |ak| bk ≤ (A−B) , (11)
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where −1 ≤ B < A ≤ 1, 0 ≤ γ ≤ 1 and bk ≥ b2 (k ≥ 2) .
Proof. From (8) we obtain

zF ′
γ(f, g) (z)

Fγ(f, g) (z)
=

1 +Aω (z)

1 +Bω (z)
, ω(z) ∈ Ω,∣∣∣∣ zF ′

γ(f, g) (z)− Fγ(f, g) (z)

BzF ′
γ(f, g) (z)−AFγ(f, g) (z)

∣∣∣∣ < 1,

we have ∣∣zF ′
γ(f, g) (z)− Fγ(f, g) (z)

∣∣ < ∣∣BzF ′
γ(f, g) (z)−AFγ(f, g) (z)

∣∣
=

∣∣∣∣∣
∞∑
k=2

(k − 1) [1 + γ (k − 1)] akbkz
k

∣∣∣∣∣
−

∣∣∣∣∣(A−B) z +
∞∑
k=2

(A−Bk) [1 + γ (k − 1)] akbkz
k

∣∣∣∣∣
≤

∞∑
k=2

(k − 1) [1 + γ (k − 1)] |ak| bk

− (A−B) +
∞∑
k=2

(A−Bk) [1 + γ (k − 1)] |ak| bk < 0

∞∑
k=2

[k (1−B) + (A− 1)] [1 + γ (k − 1)] |ak| bk ≤ (A−B) (12)

and hence the proof of Lemma 2 is completed.
Remark 1. Putting A = 1− 2α(0 ≤ α < 1) and B = −1 in Lemma 2, we obtain
the result obtained by Aouf et al. [1, Lemma 2, with β = 0].
Let S∗

γ(f, g;A,B) denote the class of f(z) ∈ A whose coefficients satisfy the condi-
tion (11). We note that S∗

γ(f, g;A,B) ⊂ Sγ(f, g;A,B).
Employing the technique used earlier by Attiya [2] and Srivastava and Attiya [17],
we prove
Theorem 1. Let f(z) ∈ S∗

γ(f, g;A,B). Then

(1− 2B +A)(1 + γ)b2
2 [(1− 2B +A)(1 + γ)b2 + (A−B)]

(f ∗ h) (z) ≺ h (z) (z ∈ U) , (13)

for every function h in K, and

Re (f(z)) > − [(1− 2B +A)(1 + γ)b2 + (A−B)]

(1− 2B +A)(1 + γ)b2
, (z ∈ U) . (14)

The constant factor (1−2B+A)(1+γ)b2
2[(1−2B+A)(1+γ)b2+(A−B)] in the subordination result (13) can

not be replaced by a larger one.

Proof. Let f(z) ∈ S∗
γ(f, g;A,B) and let h(z) = z +

∞∑
k=2

dkz
k ∈ K. Then we have

(1− 2B +A)(1 + γ)b2
2 [(1− 2B +A)(1 + γ)b2 + (A−B)]

(f ∗ h) (z) =

(1− 2B +A)(1 + γ)b2
2 [(1− 2B +A)(1 + γ)b2 + (A−B)]

(
z +

∞∑
k=2

akdkz
k

)
. (15)
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Thus, by Definition 2, the subordintion result (13) will hold true if the sequence{
(1− 2B +A)(1 + γ)b2

2 [(1− 2B +A)(1 + γ)b2 + (A−B)]
ak

}∞

k=1

(16)

is a subordinating factor sequence, with a1 = 1. In view of Lemma 1, this is
equivalence to the following inequality:

Re

{
1 +

∞∑
k=1

(1− 2B +A)(1 + γ)b2
[(1− 2B +A)(1 + γ)b2 + (A−B)]

akz
k

}
> 0 (z ∈ U) . (17)

Now, since
Ψ(k) = [k (1−B) + (A− 1)] [1 + γ (k − 1)] bk

is an increasing function of k (k ≥ 2) , we have

Re

{
1 +

∞∑
k=1

(1− 2B +A)(1 + γ)b2
[(1− 2B +A)(1 + γ)b2 + (A−B)]

akz
k

}

= Re

{
1 +

(1− 2B +A)(1 + γ)b2
[(1− 2B +A)(1 + γ)b2 + (A−B)]

z+

1
[(1−2B+A)(1+γ)b2+(A−B)]

∞∑
k=2

(1− 2B +A)(1 + γ)b2akz
k

}

≥ 1− (1− 2B +A)(1 + γ)b2
[(1− 2B +A)(1 + γ)b2 + (A−B)]

r

− 1
[(1−2B+A)(1+γ)b2+(A−B)]

∞∑
k=2

[k (1−B) + (A− 1)] [1 + γ (k − 1)] bk |ak| rk

> 1− (1−2B+A)(1+γ)b2
[(1−2B+A)(1+γ)b2+(A−B)]r −

(A−B)
[(1−2B+A)(1+γ)b2+(A−B)]r

> 0 (|z| = r < 1) ,

where we have also made use of assertion (12) of Lemma 2. Thus (7) holds true
in U. This proves the inequality (13). The inequality (2.4) follows from (2.3) by

taking the convex function h(z) = z
1−z = z+

∞∑
k=2

zk . To prove the sharpness of the

constant (1−2B+A)(1+γ)b2
2[(1−2B+A)(1+γ)b2+(A−B)] , we consider the function f0(z) ∈ S∗

γ(f, g;A,B)

given by

f0(z) = z − (A−B)
(1−2B+A)(1+γ)b2

z2. (18)

Thus from(13) we have

(1− 2B +A)(1 + γ)b2
2 [(1− 2B +A)(1 + γ)b2 + (A−B)]

(f0) (z) ≺
z

1− z
(z ∈ U) . (19)

Moreover, it can easily be verified for the function given by (18) that

min
|z|<r

Re

{
(1− 2B +A)(1 + γ)b2

2 [(1− 2B +A)(1 + γ)b2 + (A−B)]
(f0) (z)

}
= −1

2
. (20)

This shows that the constant (1−2B+A)(1+γ)b2
2[(1−2B+A)(1+γ)b2+(A−B)] is the best possible. This

completes the proof of Theorem 1.
Remark 2.
(i) Putting A = 1− 2α(0 ≤ α < 1) and B = −1 in Theorem 1, we obtain the result
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obtained by Aouf et al. [1, Theorem 1, with β = 0]
(ii) Putting g(z) = z

1−z , γ = 0, A = 1− 2α(0 ≤ α < 1) and B = −1 in Theorem 1,

we obtain the result obtained by Frasin [7, Corollary 2.3]
(iii) Putting g(z) = z

1−z , γ = 0, A = 1 and B = −1 in Theorem 1, we obtain the

result obtained by Frasin [7, Corollary 2.4];
(iv) Putting g(z) = z

1−z , γ = A = 1 and B = −1 in Theorem 1, we obtain the result

obtained by Frasin [7, Corollary 2.7].
(v) Putting g(z) = z

1−z , γ = 1, A = 1− 2α(0 ≤ α < 1) and B = −1 in Theorem 1,

we obtain the result obtained by Frasin [7, Corollary 2.6].
Also, we establish subordination results for the associated subclasses, S∗(α, β),
C∗(α, β), S∗

γ(f,Hq,s (α1) ;A,B), S∗
γ(f, I

m
λ,ℓ;A,B) S∗

γ(f,D
λ;A,B) S∗

γ(f,D
n;A,B)

S∗
γ(f, I

m
ℓ ;A,B).

Putting g(z) = z
1−z , γ = 0, A = (1− 2α)β (0 ≤ α < 1) , (0 < β ≤ 1) and B = −β in

Theorem 1, we obtain the following corollary
Corollary 1. Let the function f(z) defined by (1.1) be in the class S∗(α, β) and
suppose that h(z) ∈ K. Then

1 + β(3− 2α)

2[1 + β(5− 4α)]
(f ∗ h) (z) ≺ h (z) (z ∈ U) , (21)

and

Re (f(z)) > −1 + β(5− 4α)

1 + β(3− 2α)
, (z ∈ U) .

The constant factor 1+β(3−2α)
2[1+β(5−4α)] in the subordination result (12) can not be replaced

by a larger one.
Putting g(z) = z

1−z , γ = 1, A = (1 − 2α)β and B = −β (0 ≤ α < 1, 0 < β ≤ 1) in
Theorem 1, we obtain the following corollary.
Corollary 2. Let the function f(z) defined by (1) be in the class C∗(α, β) and
suppose that h(z) ∈ K. Then

1 + β(3− 2α)

2[1 + β(4− 3α)]
(f ∗ h) (z) ≺ h (z) (z ∈ U) , (22)

and

Re (f(z)) > −1 + β(4− 3α)

1 + β(3− 2α)
, (z ∈ U) .

The constant factor 1+β(3−2α)
2[1+β(4−3α)] in the subordination result (21) can not be re-

placed by a larger one.

Putting g(z) = z +
∞∑
k=2

Γk (α1) z
k, where Γk (α1) is given by (7) in Theorem 1, we

obtain the following corollary.
Corollary 3. Let the function f(z) defined by (1.1) be in the class S∗

γ(f,Hq,s (α1) ;A,B)
and suppose that h(z) ∈ K. Then

(1− 2B +A)(γ + 1)Γ2 (α1)

2[(1− 2B +A)(γ + 1)Γ2 (α1) + (A−B)]
(f ∗ h) (z) ≺ h (z) (z ∈ U) , (23)

and

Re (f(z)) > − (1− 2B +A)(γ + 1)Γ2 (α1) + (A−B)

(1− 2B +A)(γ + 1)Γ2 (α1)
, (z ∈ U) .
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The constant factor (1−2B+A)(γ+1)Γ2(α1)
2[(1−2B+A)(γ+1)Γ2(α1)+(A−B)] in the subordination result (23)

can not be replaced by a larger one.

Putting g(z) = z +
∑∞

k=2

(
1+ℓ+λ(k−1)

1+ℓ

)m
zk ( λ ≥ 0, ℓ ≥ 0,m ∈ N0) in Theorem 1,

we obtain the following corollary.
Corollary 4. Let the function f(z) defined by (1) be in the class S∗

γ(f,D
λ;A,B)

and suppose that h(z) ∈ K. Then

(1− 2B +A)(γ + 1)(1 + λ
1+ℓ )

m

2[(1− 2B +A)(γ + 1)(1 + λ
1+ℓ )

m + (A−B)]
(f ∗ h) (z) ≺ h (z) (z ∈ U) , (24)

and

Re (f(z)) > −
(1− 2B +A)(γ + 1)(1 + λ

1+ℓ )
m + (A−B)

(1− 2B +A)(γ + 1)(1 + λ
1+ℓ )

m
, (z ∈ U) .

The constant factor
(1−2B+A)(γ+1)(1+ λ

1+ℓ )
m

2[(1−2B+A)(γ+1)(1+ λ
1+ℓ )

m+(A−B)]
in the subordination result

(2.14) can not be replaced by a larger one.

Putting g(z) = g(z) = z +
∑∞

k=2

(
k+λ−1

λ

)
zk(λ > −1), in Theorem 1, we obtain the

following corollary.
Corollary 5. Let the function f(z) defined by (1) be in the class S∗

γ(f, I
m
λ,ℓ;A,B)

and suppose that h(z) ∈ K. Then

(1− 2B +A)(γ + 1)(1 + λ)

2[(1− 2B +A)(γ + 1)(1 + λ) + (A−B)]
(f ∗ h) (z) ≺ h (z) (z ∈ U) , (25)

and

Re (f(z)) > − (1− 2B +A)(γ + 1)(1 + λ) + (A−B)

(1− 2B +A)(γ + 1)(1 + λ)
, (z ∈ U) .

The constant factor (1−2B+A)(γ+1)(1+λ)
2[(1−2B+A)(γ+1)(1+λ)+(A−B)] in the subordination result (25)

can not be replaced by a larger one.
Putting g(z) = z +

∑∞
k=2 k

nzk(n ∈ N0), in Theorem 1, we obtain the following
corollary.
Corollary 6. Let the function f(z) defined by (1) be in the class S∗

γ(f,D
n;A,B)

and suppose that h(z) ∈ K. Then

2n(1− 2B +A)(γ + 1)

2[2n(1− 2B +A)(γ + 1) + (A−B)]
(f ∗ h) (z) ≺ h (z) (z ∈ U) , (26)

and

Re (f(z)) > −2n(1− 2B +A)(γ + 1) + (A−B)

2n(1− 2B +A)(γ + 1)
, (z ∈ U) .

The constant factor 2n(1−2B+A)(γ+1)
2[2n(1−2B+A)(γ+1)+(A−B)] in the subordination result (26) can

not be replaced by a larger one.

Putting g(z) = z+
∑∞

k=2

(
k+ℓ
1+ℓ

)m
zk (ℓ ≥ 0, m ∈ N0), in Theorem 1, we obtain the

following corollary
Corollary 7. Let the function f(z) defined by (1) be in the class S∗

γ(f, I
m
ℓ ;A,B)
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and suppose that h(z) ∈ K. Then(
2+ℓ
1+ℓ

)m
(1− 2B +A)(γ + 1)

2[
(

2+ℓ
1+ℓ

)m
(1− 2B +A)(γ + 1) + (A−B)]

(f ∗ h) (z) ≺ h (z) (z ∈ U) , (27)

and

Re (f(z)) > −

(
2+ℓ
1+ℓ

)m
(1− 2B +A)(γ + 1) + (A−B)(

2+ℓ
1+ℓ

)m
(1− 2B +A)(γ + 1)

, (z ∈ U) .

The constant factor
( 2+ℓ

1+ℓ )
m
(1−2B+A)(γ+1)

2[( 2+ℓ
1+ℓ )

m
(1−2B+A)(γ+1)+(A−B)]

in the subordination result (27)

can not be replaced by a larger one.
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(2008), 241-250.

[5] N. E. Cho and T. H. Kim, Multiplier transformations and stronglyclose-to-convex functions,
Bull. Korean Math. Soc., 40 (2003), no. 3,399-410.

[6] J. Dziok and H. M. Srivstava , Classes of analytic functions with the generalized hypergeo-
metric functions, Appl. Math. Comput., 103 (1999), 1-13.

[7] B. A. Frasin, Subordination results for a class of analytic functions defined by a linear oper-

ator, J. Ineq. Pure Appl. Math., 7 (2006), no. 4, Art. 134, 1-7.
[8] V. P. Gupta and P. K. Jain, Certain classes of univalent functions with negative coefficient,

Bull. Austral. Math. Soc., 14 (1979), 409-416.
[9] I. S. Jack, Functions starlike and convex of order α, J. London Math. Soc., 3 (1971), 469-474.

[10] T. H. MacGregor, The radius of convexity for stalike function of order α, Proc. Amer. Math.
Soc., 14(1963), 71-76.

[11] S. S. Miller and P. T. Mocanu, Differenatial Subordinations: theory and Applications, Series
on Monographs and Text books in Pure and Appl. Math., (2000), no. 255 Marcel Dekker,Inc.,

New York.
[12] B. Pinchuk, On the starlike and convex functions of order α, Duke Math. J., 35 (1968),

721-734.
[13] M. S., Robertson, On the theory of univalent functions, Ann. Math. J., 37 (1936), 374-408.

[14] St. Ruscheweyh, New criteria for univalent functions, Proc. Amer. Math. Soc., 49 (1975),
109–115.

[15] G. S. Salagean, Subclasses of univalent functions, Lecture Notes in Math., 1013, Springer
Verlage, Berlin, (1983), 362-372.

[16] A. Schild, On starlike function of order α, Amer. J. Math., 87 (1965), 65-70.
[17] H. M. Srivastava and A. A. Attiya, Some subordination results associated with certain sub-

class of analytic functions, J. Ineq. Pure Appl. Math., 5 (2004), no. 4, Art. 82, 1-6.

[18] H. S. Wilf, Subordinating factor sequence for convex maps of the unit circle, Proc. Amer.
Math. Soc., 12 (1961), 689-693.



EJMAA-2014/2(2) SUBORDINATION PROPERTIES 247

R. M. El-Ashwah, Department of Mathematics, Faculty of Science, University of

Damietta, New Damietta 34517, Egypt
E-mail address: r elashwah@yhoo.com

M. K. Aouf, Department of Mathematics, Faculty of Science, University of Man-

soura, Mansoura 35516, Egypt
E-mail address: mkaouf127@yahoo.com

M. E. Drbuk, Department of Mathematics, Faculty of Science, University of Dami-
etta, New Damietta 34517, Egypt

E-mail address: drbuk2@yahoo.com


