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M. A. RUFAI, R. M. ALABISON, A. ABIDEMI AND E.J. DANSU

Abstract. In this manuscript, we consider a travelling salesperson in Tanzania who needs to
travel from Arusha city to all the other cities in Tanzania exactly once to sell his or her products

and come back to Arusha city. The salesperson wants to find the shortest road by which the

total distance or total time will be minimized. The big challenge of this problem is how can the
salesperson manage to do that. This manuscript helps to give solutions to that problem by using

the Simulated Annealing (SA) algorithm. We reported the implementation of simulated anneal-
ing to solve the Travelling Salesperson Problem (TSP) by using PYTHON 2.7.10 programming

language. The data used for solving this problem consist of the latitudes and the longitudes of

thirty cities in Tanzania. The best tours obtained from the PYTHON program solution is given
in the table 1.

1. Introduction

Optimization problems can be found in different disciplines, for example, they may be found in
sciences, engineering design, manufacturing systems and economics among other disciplines. In
order to examine the workable utility of optimization problems, there is a demand for efficient
and robust computational algorithms which can be used to solve optimization problems arising in
various fields of application. For more detail see [6].

The Travelling Salesperson Problem (TSP) is one of the well-known NP-hard combinatorial opti-
mization class. Many notable researchers have applied several methods of optimization to solve
the Travelling Salesperson Problem (TSP) among them are [22], [25], [2], [23], [24], [19] and [11]
to mention but a few. Let us assume that we are given a list of towns or cities and the distances
between each pair of cities. We need to determine the shortest tour that visits each city once and
only once. For example, suppose there is a salesperson in Tanzania with the mission of travelling
from Arusha city to several other cities in Tanzania once and only once to sell his or her products
and return to the origin city. The main goal of the salesperson is to find the shortest possible
road by which the total distance and total time will be minimized [4], [7]. The major setback of
this problem is how the salesperson will be able to accomplish his or her mission effectively and
efficiently. We have used Simulated Annealing (SA) algorithm to give solution to this problem.

2. Simulated Annealing (SA)

The Simulated Annealing (SA) method is one of the generic probabilistic meta-heuristic approaches
which is extremely important methods for solving NP-hard class problems and it is also used to
determine an approximate solution to most of global optimization problems, such as the Quadratic
Assignment Problem (QAP) and the Travelling Salesperson Problem (TSP). It was first proposed by
[12] and the approach has been used to solved several layout problems for example [17], [9] and others
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researchers. Different intellectuals such as: [26], [20], [1], and [3] applied Simulated Annealing (SA)
to solve Travelling Salesperson Problem (TSP). These authors confirmed that Simulated Annealing
(SA) is one of the best algorithms to give solutions to the Travelling Salesperson Problem (TSP)
and the Quadratic Assignment Problem (QAP).

It is highly encouraged by annealing in metallurgy which is a methodology of slowly cooling of
the material to decrease the defects. The simulated annealing in metal-work can be described as
follows:

The temperature of a metal is extended up to the time it melts in a heat bath, which means that
we put the metal in the heat bath and we increase the temperature so much until the metal melts,
that is, it becomes liquid ice or liquid. After that, the metal in the liquid ice or liquid state is then
cooled down and instead of increasing the temperature, we reduce the temperature gradually and
carefully until the particles are back to an original condition in the ground state of the solid.

The Simulated Annealing (SA) approach begins with a random solution and every iteration forms
a random closely solution. If the closely solution is an over top answer, it would substitute by the
present solution, but if it is a worsen answer, it may be chosen to substitute the present solution
with a probability that will be dependent on the temperature variable (parameter). As the approach
continues, the temperature variable (parameter) reduces, thus giving worse answer a lower chance
of substituting the present answer. Allowing worse answers assists to stay away from converging to
a local minimum rather than the global minimum.

In this manuscript, we shall use the simulated annealing (SA) approach to solve the TSP. Since the
main aim of solving the TSP is to minimize distance, so the distance must be our cost function.
The parameters that affect the outcome of this approach include, initial temperature, the value at
which point the temperature reduced and the stopping condition of the approach. The starting
temperature for this work is 1.0e + 10, the end temperature is 0.1, cooling factor is 0.9500, and
the number of iterations is 1. The Simulated Annealing (SA) approach can be practically useful to
solve the TSP by using the following steps.

Step One: We need to make the opening list of cities by castling the input list (that is make the
order of visit unsystematic).

Step Two: At all iterations, two cities are exchanged in the list. The cost value is the distance
travelled by the Salesperson for all the tours.

Step Three: If the new length (distance) calculated after the modification, is smaller than the
current length (distance), it is preserved.

Step Four: If the new length is longer than the current length, it is preserved with a positive
probability.

Step Five: We need to bring up-to-date the temperature at every iteration by gradually cooling
it down.

In addition to that, there are two major optimizations that can be used to raise the calculation of
the distances:

1. Instead of recalculating the distance among two cities every time it is needed, the distances
among every pair of cities can be recomputed in a table and used later. Really, a three-sided
matrix is enough as the distance among cities P and Q is identical as the distance among
Q and P .

2. While a change in parameters consists in exchanging two cities, it is unusable to recalculate
the total distance for the all tours. Certainly, only the distances modified by the swap
should be recalculated [10].

The Simulated annealing (SA) algorithm has also been used by many researchers to solve the
Quadratic Assignment Problem (QAP) (see [18], [21], [16] and [14]). However, this implementation
has used the good concept from earlier implementations.

We have assumed that the following analogy are equivalent:



EJMAA-2017/5(1) SOLUTION TO THE TRAVELLING SALESPERSON 137

1. Feasible solutions of the combinatorial optimization problems correspond to states in a
physical system.

2. The values of the objective function correspond to the energy of a states of the physical
system.

3. Optimal solutions of the combinatorial optimization problems correspond to ground state.

3. Implementation of the Simulated Annealing Method to the TSP in Python

In this section, we will use the simulated annealing approach to solve a Travelling Salesperson
Problem (TSP). The aim is to minimize the total distance travelled by a salesperson during his or
her visits across all the regions in Tanzania.

Problem:
A travelling salesperson in Tanzania who needs to travel from Arusha city to all the other cities
in Tanzania once and only once to sell his or her products and return to the starting city. the
salesperson wants to find the shortest possible road by which the total distance and total time
taken will be minimized. The big challenge of this problem is that how can the salesperson manage
to do that?

We start the algorithm with a very high temperature, and gradually cools it down to a very low
temperature. The cooling down is determined by using a loop on a temperature variable, and by
reproducing this variable by a random number between zero and one at each iteration:

Temperature = temperature begins

While temperature > the temperature at the end: Then

Temperature = temperature × cooling factor.

We calculated probability based on the distinction between the current and the earlier cost values,
and on the temperature.

Current cost = cost function

Difference = current cost - earlier cost

If difference < 0 or exp( -diffrence
Temperature ) > random (0,1)

Earlier cost = current cost

Temperature = temperature × cooling factor.

We have implemented simulated annealing to solve the Travelling Salesperson Problem (TSP) stated
above by using the PYTHON 2.7.10 programming language. The data used for this problem is the
longitude and latitude of 30 Tanzania cities [8] and the data is given as follow:
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Table 1. Latitude and Longitude of 30 cities in Tanzania

Latitude Longitude Name of Regions Description
3.3333 36.6667 Arusha Arusha, Arusha Region
6.1333 35.7500 Dodoma Dodoma, Dodoma Region
2.8000 32.2000 Geita Geita, Geita Region
1.5000 34.5333 Musoma Musoma, Mara Region
8.9000 33.4833 Mbeya Mbeya, Mbeya Region
5.8333 29.2500 Mkokotoni Mkokotoni, Zanzibar North Region
6.8333 37.6667 Morogoro Morogoro, Morogoro region
7.8000 35.4300 Iringa Iringa, Iringa Region
2.0000 31.5000 Bukoba Bukoba, Kagera Region
6.8333 31.1667 Mpanda Mpanda, Katavi Region
5.0000 30.0000 Kigoma Kigoma, Kigoma Region
3.1167 37.3333 Moshi Moshi Kilimanjaro Region
10.3333 40.3333 Mtwara Mtwara, Mtwara Region
2.5000 32.9667 Mwanza Mwanza, Mwanza Region
9.3333 34.8333 Njombe Mwanza, Mwanza Region
6.8333 39.2000 Dares-Salaam Dares-Salaam, Dares-Salaam Region
5.0000 39.6167 Chake Chake Chake, Chake Region
7.0000 39.0000 Kibaha Kibaha, Pwani Region
9.9667 39.6333 Lindi Lindi, Lindi Region
6.3333 30.0000 Koami Koami, Zanzibar South Region
7.9667 32.4833 Shinyanga Shinyanga, Shinyanga Region
4.1667 34.2500 Babati Babati, Manyara Region
7.0000 31.5000 Sumbawanga Sumbawaga, Rukwa Region
10.3333 36.0000 Songea Songea, Ruvuma Region
5.7500 34.9833 Zanzibar Zanzibar, Urban West Region
2.1667 37.6000 Bariadi Bariadi, Simiyu Region
6.0000 34.5000 Singida Singida, Singida Region
5.0333 32.8333 Tabora Tabora, Tabora Region
5.0833 39.0333 Tanga Tanga, Tanga Region
5.0400 39.4300 Wete Wete, Pemba North Region

The PYTHON solution obtained for this problem is showed in the figures below:

Figure 1. Optimal tour of 30 cities in PYTHON using the simulated annealing algorithm.
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Figure 2. Initial tour of 30 cities in PYTHON using the simulated annealing algorithm.

Figure 3. Graph of simulated annealing for 30 cities in Tanzania.

The best tours obtained from the PYTHON program solution is given in the table below:
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Table 2. The table that shows the best tour of distance across all the regions in Tanzania.

The best tour Distances (km)
Arusha to Moshi 77.9197258116
Moshi to Shinyanga 761.700776371
Shinyanga to Sumbawanga 152.848442809
Sumbawanga to Mbeya 304.233761364
Mbeya to Njombe 156.039234765
Njombe to Songea 169.624739199
Songea to Iringa 288.907303771
Iringa to Lindi 521.451768039
Lindi to Mtwara 86.8922566273
Mtwara to Kibaha 399.045139724
Kibaha to Dares-Salaam 28.8617405569
Dares-Salaam to Chake 209.250776503
Chake to Morogoro 297.121012406
Morogoro to Dodoma 225.887415737
Dodoma to Tabora 345.593309197
Tabora to Babati 184.453765208
Babati to Zanzibar 194.125767958
Zanzibar to Singida 60.3268524483
Singida to Kigoma 510.944040208
Kigoma to Koami 148.435378352
Koami to Mpanda 140.525994171
Mpanda to Mkokotoni 239.52456620
Mkokotoni to Bukoba 494.522270682
Bukoba to Mwanza 172.394419222
Mwanza to Musoma 206.820500354
Musoma to Geita 297.196966423
Geita to Bariadi 604.734303293
Bariadi to Wete 379.023864399
Wete to Tanga 44.2554375660
Tanga to Arusha 327.101576775

The distance between each tour sum together to give the total shortest distance, which is 8030 km.

Figure 2 shows the approximate optimal tour of 30 cities in Tanzania obtained by using the simulated
annealing algorithm. We observed that 51% of improvement from the initial tour solution to the
approximate optimal tour solution, as the solution obtained for the total distance reduces from
16230 km to 8030 km. Figure 3 shows the initial tour solution of 30 cities in Tanzania generated by
an unsystematic visit order. Figure 4 explains graphically how the approximate optimal solution
gets the best answer over the course of the simulated annealing.

4. Conclusion and Suggestion for the Future Work

4.1. Conclusion. The objective of this paper is to provide meta-heuristics solutions to the Trav-
elling Salesperson Problem (TSP). We have implemented the Simulated Annealing (SA) method
to solve the travelling salesperson problem in Tanzania who needs to travel from Arusha city to
all the other cities in Tanzania exactly once to sell his or her products and return to the starting
city (Arusha). We have predicted the optimal and initial tours of thirty cities as it can be seen
very clearly in the figures 2 and 3. Table 1 shows the best tour of distance across all the regions in
Tanzania. We conclude that Simulated Annealing (SA) algorithm gives meta-heuristics solutions
to the Travelling Salesperson Problem (TSP).
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4.2. Future work. For the future work, we propose to generalize to multi-objective problems
which includes the following:

1. The derivation of new Algorithm for solving Travelling Salesperson Problem (TSP).

2. The implementation of the Branch and Bound algorithm for solving the Travelling Sales-
person Problem (TSP) in PYTHON programme language.

3. The implementation of the Hungarian algorithm for solving the Travelling Salesperson
Problem (TSP) in PYTHON programme language.
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