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APPROXIMATE CONTROLLABILITY OF DAMPED SECOND-ORDER

IMPULSIVE NEUTRAL STOCHASTIC INTEGRO-DIFFERENTIAL SYSTEM

WITH STATE-DEPENDENT DELAY

DIEM DANG HUAN

Abstract. The objective of this paper is to study the approximate controllability for a class

of damped second-order impulsive neutral stochastic integro-differential system with state-

dependent delay in Hilbert spaces under the assumptions that the corresponding linear system

is approximately controllable. By employing a fixed point theorem for condensing maps com-

bined with theories of a strongly continuous cosine families of bounded linear operators, a set of

sufficient conditions are derived for achieving the required result. As an application, an example

is provided to illustrate our results.

1. Introduction

In this paper, we shall consider the approximate controllability for a class of damped second-

order impulsive neutral stochastic integro-differential system with state-dependent delay of the

form:
d
[
x′(t)−G

(
t, xt,

∫ t

0
g(t, s, xs)ds

)]
=
[
Ax(t) +Dx′(t) +Bu(t)

]
dt+ F

(
t, xρ(t,xt)

)
dw(t),

t ̸= tk, k = {1, · · · ,m} := 1,m, t ∈ J := [0, T ],

∆x(tk) = I1k(xtk), ∆x′(tk) = I2k(xtk), k = 1,m,

x0 = φ ∈ B, x′(0) = x1 ∈ H,
(1.1)

where x(·) is a stochastic process taking values in a real separable Hilbert space H; A : D(A) ⊂
H → H is the infinitesimal generator of a strongly continuous cosine family on H. The function

control u(·) ∈ LF
2 (J, U) of admissible control functions for a separable Hilbert space U , B : U → H

is a bounded linear operator, and D is a bounded linear operator on a Hilbert space H with

D(D) ⊂ D(A). The history xt : (−∞, 0] → H, xt(θ) = x(t + θ) for t ≥ 0, belong to the phase

space B, which will be described in Section 2. Assume that the mappings G : J × B × H → H,

F : J × B → L0
2, g : J × J × B → H, I1k , I

2
k : B → H, k = 1,m, ρ : J × B → (−∞, T ] are

2010 Mathematics Subject Classification. 34A37, 93B05, 93E03, 60H20, 34K50.

Key words and phrases. Approximate controllability, neutral stochastic integro-differential system, impulses,

cosine functions of operators, state-dependent delay, fixed point theorem.

Submitted January 10, 2017.

221



222 DIEM DANG HUAN EJMAA-2017/5(2)

appropriate functions to be specified later. Furthermore, let 0 = t0 < t1 < · · · < tm < tm+1 = T

be prefixed points, and ∆x(tk) = x(t+k ) − x(t−k ), represents the jump of the function x at time

tk with Ik determining the size of the jump, where x(t+k ) and x(t−k ) represent the right and left

limits of x(t) at t = tk, respectively. Similarly x′(t+k ) and x′(t−k ) denote, respectively, the right

and left limits of x′(t) at tk. Let φ(t) ∈ L2(Ω,B) and x1(t) be H-valued Ft-measurable random

variables independent of the Wiener process {w(t)} with a finite second moment.

Approximate controllability is one of the fundamental concept in mathematical control theory

and plays an important role in both deterministic and stochastic control systems. It is well

known that controllability of deterministic systems are widely used in many fields of science and

technology (for instance, see [5, 49]). Stochastic control theory is stochastic generalization of classic

control theory. The theory of controllability of differential equations in infinite dimensional spaces

has been extensively studied in the literature, and the details can be found in various papers and

monographs [4, 7, 25, 50] and the references therein. Besides white noise or stochastic perturbation,

many systems like predator-prey systems arising from realistic models depend heavily on the

histories or impulsive effect [19, 26]. Therefore, there is a real need to discuss stochastic impulsive

functional differential systems with infinite delay. On the existence and the controllability for

these equations we refer the reader to (for example, see [9, 11, 20, 22, 21, 24, 25, 34, 47, 48] and

the references therein).

On the other hand, in recent years, second-order differential equations have been gained much

attentions since it not only exists widely but also can be used to study many phenomena in

the real lives. In many cases it is advantageous to treat the second-order abstract differential

equations directly than to convert them to first-order systems (for instance, see [14]). Second-

order equations have been examined in [44]. The deterministic version for the existence and

the controllability of second-order differential equations have been thoroughly studied by several

authors (see [1, 2, 3, 6, 10, 13, 16, 42, 43, 44] and the references therein) while the controllability

for stochastic version are not yet sufficiently investigated, and there are only few works on it

[8, 23, 30, 31, 32, 33, 36, 35, 38].

Furthermore, functional differential equations with state-dependence is a special type of func-

tional differential equations and it have become more important in various mathematical models

in the study of population dynamics, biology, ecology and epidemic, etc. For this reason, in re-

cent years, control problem for differential equations with state-dependence has attracted much

attention of researchers. To be more precise, in [1], Arthi and Balachandran discussed the control-

lability of second-order impulsive functional differential equations with state-dependent delay by

means of the Sadovskii fixed point theorem. By using Schauder’s fixed point theorem, Sakthivel

and Anandhi [39] investigated the approximate controllability of impulsive differential equations

with state-dependent delay. Yan [46] proved sufficient conditions for the approximate controlla-

bility of partial neutral functional differential systems of fractional order with state-dependent

delay by using the Krasnoselskii-Schaefer type fixed point theorem with the fractional power of

operators. More recently, also by using Schauder’s fixed point theorem, Sakthivel and Ren [40] es-

tablished the approximate controllability of fractional differential equations with state-dependent

delay. Besides, in dynamical systems damping is another important issue, it may be mathemat-

ically modelled as a force synchronous with the velocity of the object but opposite in direction

to it. Hence, in this manuscript, we will also study damped second-order stochastic differential
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equations. On the damped second-order differential equations, we refer the reader to (for example,

see [2, 3, 18, 27, 45] and the references therein). However, to the best of our knowledge, it seems

that little is known about approximate controllability for a class of damped second-order impulsive

neutral stochastic integro-differential system with state-dependent delay and the aim of this paper

is to fill this gap. The results presented in the current manuscript constitute a continuation and

generalization of the controllability results from [1, 2, 3, 6, 8, 24, 31, 32, 38, 39, 46] to the damped

second-order impulsive neutral stochastic integro-differential system with state-dependent delay

in Hilbert spaces settings.

The main techniques used in this paper include the Sadovskii fixed point theorem combined

with theories of a strongly continuous cosine families of bounded linear operators.

The structure of this paper is as follows: In Section 2, we briefly present some basic notations,

preliminaries and assumptions. The main results in Section 3 are devoted to study the approximate

controllability for the system (1.1) with their proofs. At last, an example is presented to illustrate

the main results.

2. Preliminaries

In what follows we recall some basic definitions, notations, lemmas and results for stochastic

equations in infinite dimensions and cosine families of operators. For more details on this section,

we refer the reader to [12, 13, 43].

Let (H, ∥ · ∥H, ⟨·, ·⟩) and (K, ∥ · ∥K, ⟨·, ·⟩) denote two real separable Hilbert spaces, with their

vectors norms and their inner products, respectively. We denote by L(K;H) be the set of all

linear bounded operators from K into H, which is equipped with the usual operator norm ∥ · ∥.
In this paper, we use the symbol ∥ · ∥ to denote norms of operators regardless of the spaces

potentially involved when no confusion possibly arises. Let (Ω,F , {Ft}t≥0,P) be a complete

filtered probability space satisfying the usual condition (i.e., it is right continuous and F0 contains

all P-null sets). Let w = (w(t))t≥0 be a Q-Wiener process defined on the probability space

(Ω,F , {Ft}t≥0,P) with the covariance operator Q such that Tr(Q) < ∞. We assume that Ft =

σ({w(s) : 0 ≤ s ≤ t}) is the σ-algebra generated by w and FT = F . We also assume that

there exists a complete orthonormal system {ek}k≥1 in K, a bounded sequence of nonnegative real

numbers λk such that Qek = λkek, k = 1, 2, ..., and a sequence of independent Brownian motions

{βk}k≥1 such that

⟨w(t), e⟩K =
∞∑
k=1

√
λk⟨ek, e⟩Kβk(t), e ∈ K, t ≥ 0.

Let L0
2 = L2(Q

1
2K;H) be the space of all Hilbert-Schmidt operators from Q

1
2K into H with the

inner product ⟨Ψ, ϕ⟩L0
2
= Tr[ΨQϕ∗], where ϕ∗ is the adjoint of the operator ϕ.

Next, to be able to access approximate controllability for the system (1.1), we need to introduce

theory of cosine functions of operators and the second order abstract Cauchy problem.

Definition 2.1. [(1)]

(1) The one-parameter family {C(t)}t∈R ⊂ L(H) is said to be a strongly continuous cosine

family if the following hold:

[(i)]C(0) = I, I is the identity operators in H; C(t)x is continuous in t on R for any

x ∈ H; C(t+ s) + C(t− s) = 2C(t)C(s) for all t, s ∈ R.
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(a)(b)(c)(2) The corresponding strongly continuous sine family {S(t)}t∈R ⊂ L(H), associated to the

given strongly continuous cosine family {C(t)}t∈R ⊂ L(H) is defined by

S(t)x =

∫ t

0

C(s)xds, t ∈ R, x ∈ H.

(3) The infinitesimal generator A : H → H of {C(t)}t∈R ⊂ L(H) is given by

Ax =
d2

dt2
C(t)x

∣∣∣
t=0

,

for all x ∈ D(A) = {x ∈ H : C(·) ∈ C2(R,H)}.

It is well known that the infinitesimal generator A is a closed, densely defined operator on H,

and the following properties hold, see Travis and Webb [43].

Proposition 2.1. Suppose that A is the infinitesimal generator of a cosine family of operators

{C(t)}t∈R. Then, the following hold:

[(i)]There exist a pair of constants MA ≥ 1 and α ≥ 0 such that ∥C(t)∥ ≤ MAe
α|t|

and hence, ∥S(t)∥ ≤ MAe
α|t|; A

∫ r

s
S(u)xdu = [C(r) − C(s)]x, for all 0 ≤ s ≤ r < ∞;

There exist N ≥ 1 such that ∥S(s)− S(r)∥ ≤ N
∣∣ ∫ r

s
eα|s|ds

∣∣, 0 ≤ s ≤ r <∞.

Thanks to the Proposition 2.1 and the uniform boundedness principle, as a direct consequence

we see that both {C(t)}t∈J and {S(t)}t∈J are uniformly bounded by M̃ =MAe
α|T |.

The existence of solutions for the second order linear abstract Cauchy problem{
x′′(t) = Ax(t) + h(t), t ∈ J,

x(0) = z, x′(0) = w,
(2.1)

where h : J → H is an integrable function has been discussed in [41]. Similarly, the existence of

solutions of the semilinear second order abstract Cauchy problem it has been treated in [43].

Definition 2.2. The function x(·) given by

x(t) = C(t)z + S(t)w +

∫ t

0

S(t− s)h(s)ds, t ∈ J,

is called a mild solution of (2.1), and that when z ∈ H, x(·) is continuously differentiable and

x′(t) = AS(t)z + C(t)w +

∫ t

0

C(t− s)h(s)ds, t ∈ J.

For additional details about cosine function theory, we refer to the reader to [41, 43].

Definition 2.3. Denote the space M2,M2
-formed by all Ft-adapted measurable, H-valued

stochastic process x = x(t), t ∈ J such that

[(i)]M2 := M2(J,H)

= {x : J → H, x|(tk,tk+1] ∈ C((tk, tk+1],H) and x(t+k ) there exists, ∀k = 1,m}. M2
:=

M2
(J,H)

= {x ∈ M2, x|(tk,tk+1] ∈ C1((tk, tk+1],H) and x′(t+k ) there exists, ∀k = 1,m}. For all
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x ∈ M2,M2
,

∥x∥M2 :=
(
E sup

t∈J
∥x(t)∥2

) 1
2

, ∥x∥M2 = ∥x∥M2 + ∥x′∥M2 .

Then, it is obvious that M2, M2
with the above norms are Banach spaces.

The collection of all strongly-measurable, square-integrable H-valued random variables, denoted

by L2(Ω,F ,P;H) := L2(Ω,H), is a Banach space equipped with norm ∥x∥L2 =
(
E∥x∥2

) 1
2 . Let

C(J, L2(Ω,H)) be the Banach space of all continuous map from J to L2(Ω,H) satisfying the

condition E supt∈J ∥x(t)∥2 < ∞. An important subspace is given by L0
2(Ω,H) = {f ∈ L2(Ω,H) :

f is F0-measurable}.
To simplify the notations, we put t0 = 0, tm+1 = T and for v ∈ M2 we denote by ṽk ∈

C([tk, tk+1], L2(Ω,H)), k = 0, 1, · · · ,m, the function given by

ṽk(t) =

{
v(t), for t ∈ (tk, tk+1],

v(t+k ), for t = tk.

Moreover, for B ⊆ M2 we denote by B̃k = {ṽk : v ∈ B}, k = 0, 1, · · · ,m.

To prove our results, we need the following lemma introduced in Yan and Zhang [48].

Lemma 2.1. ([48], Lemma 2.7) A set B ⊆ M2 is relatively compact in M2, if and only if, the

set B̃k is relatively compact in C([tk, tk+1], L2(Ω,H)), for every k = 0, 1, · · · ,m.

In the whole of this work, we suppose that the phase space B is axiomatically defined, we use

the approach proposed in [15]. More precisely, we have the following definition.

Definition 2.4. The phase space B((−∞, 0],H) (denoted by B for brevity) is the space of

F0-measurable functions from (−∞, 0] to H endowed with a seminorm ∥ · ∥B, which satisfies the

following axioms:

(A1) If x : (−∞, T ] → H, T > 0, is such that x0 ∈ B, then for every t ∈ [0, T ], the following

properties hold:

[(i)]xt ∈ B; ∥x(t)∥H ≤ L∥xt∥B, which is equivalent to ∥φ(0)∥H ≤ L∥φ∥B for every

φ ∈ B; ∥xt∥B ≤M(t) sup0≤s≤t ∥x(s)∥H +N(t)∥x0∥B,
where L > 0 is a constant;M,N : [0,+∞) → [1,+∞),M(·) is continuous, N(·) is locally bounded,

and M,N are independent of x(·).
(A2) The space B is complete.

Remark 2.1. In retarded functional differential equations without impulses, the axioms of the

phase space B include the continuity of the function t → xt, see [19] for details. Due to the

impulses, this property is not satisfied in (1.1) and, for this reason, has been unconsidered in our

description of B.

Next, we give an example to illustrate the above definition.

Example 2.1. Let α < 0, define the phase space

B :=
{
ϕ ∈ C

(
(−∞, 0];L2([0, π])

)
: lim
σ→−∞

eσαϕ(σ) exists in L2([0, π])
}
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and let ∥ϕ∥B = supσ∈(−∞,0] e
σα∥ϕ(σ)∥L2([0,π]). Then, (B, ∥ · ∥B) is a Banach space and satisfies

the axioms (A1) and (A2) with L = 1, M(t) = max{1, e−αt}, N(t) = e−αt.

Remark 2.2. As a consequence of the phase space axioms, for convenience, the property (iii) in

Definition 2.4 can be replaced by the following condition:

∥xt∥B ≤ M̃T sup
s∈J

E∥x(s)∥H +MTE∥φ∥B,

where M̃T := sups∈J M(s), MT := sups∈J N(s), (see [48], Lemma 2.8).

We will take the help of fixed point theorem due to Sadovskii, which is an extension of Schauder’s

principle and the contraction principle.

Lemma 2.2. ([37]) Let Θ be a condensing operator on a Banach space H, that is, Θ is continuous

and takes bounded sets into bounded sets, and µ(Θ(A)) ≤ µ(A) for every bounded set A of H
with µ(A) > 0. If Θ(B) ⊂ B for a convex, close and bounded set B of H, then Θ has a fixed point

in H (where µ(·) denotes Kuratowski’s measure of noncompactness).

Now, motivated by Definition 2.2, we give the following definition of mild solution for (1.1).

Definition 2.5. An Ft-adapted stochastic process x : JT → H is called a mild solution of (1.1)

on JT = (−∞, T ] if x0 = φ ∈ B and x′(0) = x1 ∈ H satisfying x0, x1 ∈ L0
2(Ω,H) such that the

following conditions hold:

[(i)]{xt : t ∈ J} is a B-valued stochastic process; x|J ∈ M2 and x(t) satisfies the

following integral equation:

x(t) =C(t)x0 + S(t)[x1 −G(0, x0, 0)]

+

j−1∑
k=0

[
S(t− tk+1)Dx(t−k+1)− S(t− tk)Dx(t+k )

]
− S(t− tj)Dx(t+j )

+

∫ t

0

C(t− s)Dx(s)ds+
∫ t

0

S(t− s)Bu(s)ds

+

∫ t

0

C(t− s)G(s, xs,

∫ s

0

g(s, τ, xτ )dτ)ds+
∑

0<tk<t

C(t− tk)I
1
k(xtk)

+

∫ t

0

S(t− s)F
(
s, xρ(s,xs)

)
dw(s) +

∑
0<tk<t

S(t− tk)I
2
k(xtk),∀t ∈ [tj , tj+1], j = 0,m,

(2.2)

∆x(tk) = I1k(xtk), ∆x
′(tk) = I2k(xtk), k = 1,m.

Remark 2.3. The equation (2.2) can also be written as

x(t) =C(t)x0 + S(t)[x1 −G(0, x0, 0)]

+

∫ t

0

S(t− s)Dx′(s)ds+
∫ t

0

S(t− s)Bu(s)ds
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+

∫ t

0

C(t− s)G(s, xs,

∫ s

0

g(s, τ, xτ )dτ)ds+
∑

0<tk<t

C(t− tk)I
1
k(xtk)

+

∫ t

0

S(t− s)F
(
s, xρ(s,xs)

)
dw(s) +

∑
0<tk<t

S(t− tk)I
2
k(xtk), t ∈ J.

It is convenient to introduce the relevant operators and the basic controllability condition.

(1)(2)(3)(i) The operator LT
0 ∈ L(LF

2 (J,H), L2(Ω,FT ,H)) is defined by

LT
0 u =

∫ T

0

S(T − s)Bu(s)ds,

where LF
2 (J,H) is the space of all Ft-adapted, H-valued measurable square integrable

processes on J × Ω. Clearly the adjoint (LT
0 )

∗ : L2(Ω,FT ,H) → LF
2 (J,H) is defined by

[(LT
0 )

∗z](t) = B∗S∗(T − t)E{z | Ft}.

(ii) The controllability operator ΠT
0 associated with the linear stochastic system of (1.1) is

defined by

ΠT
0 {·} = LT

0 (L
T
0 )

∗{·} =

∫ T

0

S(T − t)BB∗S∗(T − t)E{· | Ft}dt.

which belongs to L(L2(Ω,FT ,H), L2(Ω,FT ,H)) and the controllability operator ΓT
s ∈

L(H,H) is

ΓT
s =

∫ T

s

S(T − t)BB∗S∗(T − t)dt, 0 ≤ s < t.

Let x(t;u) denotes state value of the system (1.1) at time t corresponding to the control u ∈
LF
2 (J, U). In particular, the state of system (1.1) at t = T , x(T ;u) is called the terminal state

with control u. RT := R(T ;u) = {x(T ;u) : u(·) ∈ LF
2 (J, U)} is called the reachable set of the

system (1.1).

Definition 2.6. The stochastic system (1.1) is said to be approximately controllable on the

interval J if for every x0, x1 ∈ L0
2(Ω,H), there is some control u(·) ∈ LF

2 (J, U),

RT = L2(Ω,FT ,H),

where RT is the closure of the reachable set.

Lemma 2.3. ([28]) For any h ∈ L2(Ω,FT , H), there exists z ∈ LF
2 (J,L0

2) such that h =

Eh+
∫
J
z(s)dw(s).

In order to establish the results, we assume the following hypotheses:

[(H0)]The function t → φt is continuous from Σ(ρ−) = {ρ(s, φ) ≤ 0, (s, φ) ∈ J × B}
into B and there exists a continuous and bounded function lφ : Σ(ρ−) → (0,∞) such that

∥φt∥B ≤ lφ(t)∥φ∥B for each t ∈ Σ(ρ−).
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[(H1)]The cosine family of operators {C(t)}t∈J on H and the corresponding sine family

{S(t)}t∈J are compact for t > 0, and there exists positive constants MB , MC , MD, MS

such that for all t ∈ J

∥B∥2 ≤MB , ∥C(t)∥2 ≤MC , ∥D∥2 ≤MD, ∥S(t)∥2 ≤MS .

[(H2)]There exists positive constants Mg, M̃g such that for all t, s ∈ J, x, y ∈ B

E
∥∥∥∫ t

0

[g(t, s, x)− g(t, s, y)]ds
∥∥∥2 ≤Mg∥x− y∥2B

and M̃g = sup(t,s)∈J×J

(
∥
∫ t

0
g(t, s, 0)ds∥2

)
.

[(H3)]The function G : J × B ×H → H is continuous and there exists positive constants

MG, M̃G such that for all t ∈ J, x1, x2 ∈ B, y1, y2 ∈ H

E∥G(t, x1, y1)−G(t, x2, y2)∥2 ≤MG(∥x1 − x2|2B +E∥y1 − y2∥2)

and M̃G = supt∈J ∥G(t, 0, 0)∥2.

[(H4)]The function F : J × B → L0
2 satisfies the following conditions:[(i)]

(1)(1)(1)(1)(1) (a) The function F (·, x) : J → L0
2 is strongly measurable for each x ∈ B.

(b) The function F (t, ·) : B → L0
2 is continuous for almost all t ∈ J .

(c) There exists an integrable function ζF : J → [0,∞) and a continuous nondecreasing

function ΨF : [0,∞) → (0,∞) such that for every (t, x) ∈ J × B

E∥F (t, x)∥2L0
2
≤ ζF (t)ΨF (∥x∥2B).

[(H5)]There exists positive constants MI1
k
, MI2

k
such that for all x, y ∈ B

E∥I1k(x)− I1k(y)∥2 ≤MI1
k
∥x− y∥2B, E∥I2k(x)− I2k(y)∥2 ≤MI2

k
∥x− y∥2B.

[(H6)]The functions I1k , I
2
k : B → H, k = 1,m are completely continuous, and there are

continuous nondecreasing functions Ωk,Θk : [0,∞) → (0,∞), k = 1,m and any x ∈ B
such that

E∥I1k(x)∥2 ≤ Ωk(∥x∥2B), E∥I2k(x)∥2 ≤ Θk(∥x∥2B), k = 1,m.

[(H7)]For 0 ≤ t < T , the operator αR(α,ΓT
t ) := α(αI + ΓT

t )
−1 → 0 as α → 0+ in the

strong operator topology.

[(H8)]The function G : J × B ×H → H and F : J × B → L0
2 are uniformly bounded.

Remark 2.4. In view of [29], the assumption (H7) is equivalent to the linear system of (1.1) is

approximately controllable.

Lemma 2.4. Let x : (−∞, T ] → H such that x0 = φ and x|J ∈ M2. If (H0) be hold, then

∥xs∥B ≤ (MT + lφ0 )∥φ∥B + M̃T sup
{
∥x(θ)∥; θ ∈ [0,max{0, s}]

}
, s ∈ Σ(ρ−) ∪ J,

where lφ0 = supt∈Σ(ρ−) l
φ(t) (see [48], Lemma 3.3).
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3. Main results

In this section sufficient conditions are established for the approximate controllability of the

stochastic control system (1.1) under the assumption that the associated linear system is approx-

imately controllable.

Theorem 3.1. Assume that the assumptions (H0)− (H5) hold. If

10
(
1 +

10

α2
M2

BM
2
ST

2
)[(

(4m+ 1)MS + TMC

)
MD + 4MCM̃

2
Tm

m∑
k=1

MI1
k
+ 4MSM̃

2
Tm

m∑
k=1

MI2
k

+ 4MCMGT
2M̃2

T (1 +Mg) + 2M̃2
TMSTr(Q) lim

ε→∞
inf

ΨF (ε)

ε

∫
J

ζF (s)ds

]
≤ 1, (3.1)

then the system (1.1) has at least one mild solution on J .

(1)(1)(1)(1) Proof. For all α > 0, we define the control for the system (1.1) as

uα(t, x) = B∗S∗(T − t)

{
R(α,ΠT

0 )
[
Eh− C(T )φ(0)− S(T )[x1 −G(0, φ, 0)]

−
j−1∑
k=0

[
S(T − tk+1)Dx(t−k+1)− S(T − tk)Dx(t+k )

]
+ S(T − tj)Dx(t+j )

−
∑

0<tk<T

C(T − tk)I
1
k(xtk)−

∑
0<tk<T

S(T − tk)I
2
k(xtk)

]
−
∫ T

0

R(α,ΠT
s )C(T − s)Dx(s)ds+

∫ T

0

R(α,ΠT
s )z(s)dw(s)

−
∫ T

0

R(α,ΠT
s )C(T − s)G(s, xs,

∫ s

0

g(s, τ, xτ )dτ)ds

−
∫ T

0

R(α,ΠT
s )S(T − s)F

(
s, xρ(s,xs)

)
dw(s)

}
.

(3.2)

We consider the space Υ = {x ∈ M2 : x(0) = φ(0) = 0} endowed with the uniform convergence

topology and define the operator Pα : Υ → Υ by (Pαx)0 = 0 and for all t ∈ [tj , tj+1], every

j = 0,m,

(Pαx)(t) =C(t)φ(0) + S(t)[x1 −G(0, φ, 0)]

+

j−1∑
k=0

[
S(t− tk+1)Dx(t−k+1)− S(t− tk)Dx(t+k )

]
− S(t− tj)Dx(t+j )

+

∫ t

0

C(t− s)Dx(s)ds+
∫ t

0

S(t− s)Buα(s, x)ds

+

∫ t

0

C(t− s)G(s, xs,

∫ s

0

g(s, τ, xτ )dτ)ds+
∑

0<tk<t

C(t− tk)I
1
k(xtk)

+

∫ t

0

S(t− s)F
(
s, xρ(s,xs)

)
dw(s) +

∑
0<tk<t

S(t− tk)I
2
k(xtk),



230 DIEM DANG HUAN EJMAA-2017/5(2)

where x : (−∞, T ] → H is the extension of x to (−∞, T ] such that x0 = φ and x = x|J . From

Remark 2.2 and our assumptions, we infer that Pαx ∈ M2.

Let φ : (−∞, T ] → H is the extension of φ to (−∞, T ] such that φ(θ) = φ(0) = 0 on J and

lφ0 = supt∈Σ(ρ−) l
φ(t). For r > 0, let

Br(0,Υ) := {y ∈ Υ : ∥y∥2 ≤ r}

then, for each r, Br(0,Υ) is a bounded closed convex set in Υ.

Lemma 3.1. Under the assumptions of Theorem 3.1, then there exists r > 0 such that

Pα

(
Br(0,Υ)

)
⊆ Br(0,Υ).

Proof. If this property is not true, then for each r > 0 and tr ∈ J there exists a function

xr(tr) ∈ Br(0,Υ) such that E∥(Pαx
r)(tr)∥2 > r. Then, by Lemma 2.4, assumptions (H0)−(H5),

Hölder’s inequality and Burkholder-Davis-Gundy’s inequality, we have

E∥uα(tr, xr)∥2

≤ 10

α2
MBMS

{
∥Eh∥2 +MCL

2E∥φ∥2B + 2MS(E∥x1∥2 +E∥G(0, φ, 0)∥2)

+
(
(4m+ 1)MS + TMC

)
MDr + 2MCm

m∑
k=1

(
2MI1

k

[
(MT + lφ0 )

2∥φ∥2B + M̃2
T r
]
+ ∥I1k(0)∥2

)
+ 2MSm

m∑
k=1

(
2MI2

k

[
(MT + lφ0 )

2∥φ∥2B + M̃2
T r
]
+ ∥I2k(0)∥2

)
+ Tr(Q)

∫
J

∥z(s)∥2L0
2
ds

+MCMGT
2
[(

4(MT + lφ0 )
2∥φ∥2B + 4M̃2

T r + 2M̃G

)
+Mg

(
4(MT + lφ0 )

2∥φ∥2B + 4M̃2
T r

+ 2M̃g

)]
+MSTr(Q)ΨF

(
2(MT + lφ0 )

2∥φ∥2B + 2M̃2
T r
)∫

J

ζF (s)ds

}
:= ∆. (3.3)

Thanks to (3.3) we get

r < E∥(Pαx
r)(tr)∥2

≤ 10

{
10

α2
M2

BM
2
ST

2
(
∥Eh∥2 + Tr(Q)

∫
J

∥z(s)∥2L0
2
ds
)

+
(
1 +

10

α2
M2

BM
2
ST

2
)([

MCL
2E∥φ∥2B + 2MS(E∥x1∥2 +E∥G(0, φ, 0)∥2)

]
+ 2MCm

m∑
k=1

(
2MI1

k

[
(MT + lφ0 )

2∥φ∥2B
]
+ ∥I1k(0)∥2

)
+ 2MSm

m∑
k=1

(
2MI2

k

[
(MT + lφ0 )

2∥φ∥2B
]
+ ∥I2k(0)∥2

)
+ 2MCMGT

2
[(

2(MT + lφ0 )
2

× ∥φ∥2B + M̃G

)
+Mg

(
2(MT + lφ0 )

2∥φ∥2B + M̃g

)])
+
(
1 +

10

α2
M2

BM
2
ST

2
)
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×

[((
(4m+ 1)MS + TMC

)
MD + 4MCM̃

2
Tm

m∑
k=1

MI1
k
+ 4MSM̃

2
Tm

m∑
k=1

MI2
k
+ 4MCMGT

2

× M̃2
T (1 +Mg)

)
r +MSTr(Q)ΨF

(
2(MT + lφ0 )

2∥φ∥2B + 2M̃2
T r
)∫

J

ζF (s)ds

]}
. (3.4)

Dividing both sides of (3.4) by r and taking the limit as r → ∞, we infer that

10
(
1 +

10

α2
M2

BM
2
ST

2
)[(

(4m+ 1)MS + TMC

)
MD + 4MCM̃

2
Tm

m∑
k=1

MI1
k
+ 4MSM̃

2
Tm

m∑
k=1

MI2
k

+ 4MCMGT
2M̃2

T (1 +Mg) + 2M̃2
TMSTr(Q) lim

ε→∞
inf

ΨF (ε)

ε

∫
J

ζF (s)ds

]
≥ 1,

which is contradictory with our assumption (3.1). Thus, for some r > 0, Pα

(
Br(0,Υ)

)
⊆ Br(0,Υ).

�

To prove that Pα is a condensing operator, we decompose Pα = P1
α + P2

α, where P1
α,P2

α are

defined on Br(0,Υ), respectively, by

(P1
αx)(t) =C(t)φ(0) + S(t)[x1 −G(0, φ, 0)]

+

j−1∑
k=0

[
S(t− tk+1)Dx(t−k+1)− S(t− tk)Dx(t+k )

]
− S(t− tj)Dx(t+j )

+

∫ t

0

C(t− s)Dx(s)ds+
∑

0<tk<t

C(t− tk)I
1
k(xtk)

+

∫ t

0

C(t− s)G(s, xs,

∫ s

0

g(s, τ, xτ )dτ)ds+
∑

0<tk<t

S(t− tk)I
2
k(xtk),

(P2
αx)(t) =

∫ t

0

S(t− s)F
(
s, xρ(s,xs)

)
dw(s) +

∫ t

0

S(t− s)Buα(s, x)ds.

Lemma 3.2. Under the assumptions of Theorem 3.1, then P1
α is a contractive mapping.

Proof. In view of (H1)− (H3), (H5) and note that ∥xs − ys∥B ≤ M̃T sups∈J E∥x(s)− y(s)∥, for
any x, y ∈ Br(0,Υ), we see that

E∥(P1
αx)(t)− (P1

αy)(t)∥2 ≤ 6
[(
(4m+ 1)MS + TMC

)
MD +MCM̃

2
Tm

m∑
k=1

MI1
k
+MSM̃

2
Tm

m∑
k=1

MI2
k

+MCMGT
2M̃2

T (1 +Mg)
]
sup
s∈J

E∥x(s)− y(s)∥2.

Taking the supremum over t, we obtain

∥(P1
αx)− (P1

αy)∥2M2 ≤ 6
[(
(4m+ 1)MS + TMC

)
MD +MCM̃

2
Tm

m∑
k=1

MI1
k
+MSM̃

2
Tm

m∑
k=1

MI2
k

+MCMGT
2M̃2

T (1 +Mg)
]
∥x− y∥2M2 .

By assumption (3.1), we infer that P1
α is a contractive mapping. �
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Lemma 3.3. Under the assumptions of Theorem 3.1, then P2
α is continuous and compact on

Br(0,Υ).

Proof. The proof divided into the following three steps.

Step 1. We show that P2
α is continuous. Let {xn}∞n=0 ⊆ Br(0,Υ), with xn → x in M2. From

the Axiom (A1), it is easy to see that (xn)t → xt as n → ∞ uniformly for t ∈ (−∞, T ]. By

assumptions (H0), (H4), for each t ∈ J , as n→ ∞, we obtain

F
(
t, xnρ(t,(xn)t)

)
→ F

(
t, xρ(t,xt)

)
,

and since

E
∥∥∥F (t, xnρ(t,(xn)t)

)
− F

(
t, xρ(t,xt)

)∥∥∥2 ≤ 2ζF (t)ΨF

(
r⋆
)
,

where r⋆ := 2(MT + lφ0 )
2∥φ∥2B + 2M̃2

T r.

Then by the Lebesgue majorant Theorem, we can conclude that

∥(P2
αx

n)− (P2
αx)∥2M2

n → ∞−−−−→ 0.

Therefore, P2
α is continuous.

Step 2. The set P2
α

(
Br(0,Υ)

)
=
{
(P2

αx)(t) : x ∈ Br(0,Υ)
}

is relatively compact in H, for

every t ∈ J . Subsequently, we show that
{
(P2

αx)(t) : x ∈ Br(0,Υ)
}
is uniformly bounded. Indeed,

we have

E∥(P2
αx)(t)∥2 ≤ 2MSTr(Q)ΨF

(
r⋆
) ∫

J

ζF (s)ds+ 2T 2MBMS∆ <∞.

Thus, the set
{
(P2

αx)(t) : x ∈ Br(0,Υ)
}
is uniformly bounded.

Step 3. The set
{
(P2

αx)(t) : x ∈ Br(0,Υ)
}

is an equicontinuous family of functions on J.

The functions
{
(P2

αx) : x ∈ Br(0,Υ)
}
are equicontinuous at t = 0. For each x ∈ Br(0,Υ) and

0 < t1 < t2 ≤ T , we have

E∥(P2
αx)(t2)− (P2

αx)(t1)∥2

≤ 4
[
Tr(Q)ΨF

(
r⋆
) ∫ t1

0

∥S(t2 − s)− S(t1 − s)∥2ζF (s)ds+ Tr(Q)MSΨF

(
r⋆
) ∫ t2

t1

ζF (s)ds

+MBT∆

∫ t1

0

∥S(t2 − s)− S(t1 − s)∥2ds+MBMS(t2 − t1)
2∆
]
. (3.5)

The inequality (3.5) tends to 0 by the continuity of the function t→ ∥S(t)∥ and when t2− t1 → 0.

Therefore, the left hand side of the inequality (3.5) tends to 0 as t2 − t1 → 0. This implies that{
(P2

αx)(t) : x ∈ Br(0,Υ)
}
is a family of equicontinuous functions on J. Hence, by Arzelá-Ascoli’s

theorem we conclude that P2
α is compact. �

Therefore, the Sadovskii fixed point theorem allows us to conclude that system (1.1) has at

least one mild solution on J . This completes the proof of Theorem 3.1. �

The following corollary follows immediately from Theorem 3.1 and provides a generalization

and extension of the main existence result in [47].

Corollary 3.1. Assume that B = 0 and D = 0 in the system (1.1). Then, the system (1.1) has

at least one mild solution on J .
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The next main result in this section concerning the approximate controllability of mild solutions

of (1.1) can now be stated as follows:

Theorem 3.2. Assume that the assumptions of Theorem 3.1 hold and in addition, hypothesis

(H7), (H8) are satisfied. Then, the system (1.1) is approximately controllable on J .

Proof. By Theorem 3.1, Pα has a fixed point x∗α in H. By the stochastic Fubini theorem [12], it

is easy to see that

x∗α(T ) =h− αR(α,ΠT
0 )
[
Eh− C(T )φ(0)− S(T )[x1 −G(0, φ, 0)]

+

j−1∑
k=0

[
S(T − tk+1)Dx∗(t−k+1)− S(T − tk)Dx∗(t+k )

]
− S(T − tj)Dx∗(t+j )

+
∑

0<tk<T

C(T − tk)I
1
k(x

∗
tk
) +

∑
0<tk<T

S(T − tk)I
2
k(x

∗
tk
)
]

+

∫ T

0

αR(α,ΠT
s )C(T − s)Dx∗(s)ds−

∫ T

0

αR(α,ΠT
s )z(s)dw(s)

+

∫ T

0

αR(α,ΠT
s )C(T − s)G(s, x∗s,

∫ s

0

g(s, τ, x∗τ )dτ)ds

+

∫ T

0

αR(α,ΠT
s )S(T − s)F

(
s, x∗ρ(s,x∗

s)

)
dw(s).

By assumption (H8), there exists a sequence, still denoted by{
G
(
s, x∗s,

∫ s

0

g(s, τ, x∗τ )dτ
)
, F
(
s, x∗ρ(s,x∗

s)

)}
,

weakly converging to, say,
{
G(s, w, g(s, τ, w)), F (s, w)

}
in H × L0

2. On the other hand, by as-

sumption (H7), for all 0 ≤ t < T , αR(α,ΠT
s )

α → 0+−−−−−→ 0 strongly and moreover ∥αR(α,ΠT
s )∥ ≤ 1.

Therefore, by the Lebesgue majorant Theorem and the compactness of C(t), S(t), t > 0, it follows

that

E∥x∗α(T )− h∥2

≤E
∥∥∥αR(α,ΠT

0 )
[
Eh− C(T )φ(0)− S(T )[x1 −G(0, φ, 0)]

+

j−1∑
k=0

[
S(T − tk+1)Dx∗(t−k+1)− S(T − tk)Dx∗(t+k )

]
− S(T − tj)Dx∗(t+j )

+
∑

0<tk<T

C(T − tk)I
1
k(x

∗
tk
) +

∑
0<tk<T

S(T − tk)I
2
k(x

∗
tk
)
]

−
∫ T

0

αR(α,ΠT
s )C(T − s)Dx∗(s)ds+

∫ T

0

αR(α,ΠT
s )z(s)dw(s)

−
∫ T

0

αR(α,ΠT
s )C(T − s)G(s, x∗s,

∫ s

0

g(s, τ, x∗τ )dτ)ds

−
∫ T

0

αR(α,ΠT
s )S(T − s)F

(
s, x∗ρ(s,x∗

s)

)
dw(s)

∥∥∥2 α → 0+−−−−−→ 0.
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Thus, x∗α(T ) → h holds, which shows that the system (1.1) is approximately controllable. Theorem

3.2 is proved. �

Now, according to Theorem 3.1 and Theorem 3.2, if assumption (H5) replaced by assumption

(H6), then we can also get corresponding results as Theorem 3.1 and Theorem 3.2. Indeed, we

have the following theorem.

Theorem 3.3. Assume that the assumptions (H0)− (H4) and (H6) hold. If

10
(
1 +

10

α2
M2

BM
2
ST

2
)[(

(4m+ 1)MS + TMC

)
MD + 4MCM̃

2
Tm

m∑
k=1

lim
ε→∞

inf
Ωk(ε)

ε

+ 4MSM̃
2
Tm

m∑
k=1

lim
ε→∞

inf
Θk(ε)

ε
+ 4MCMGT

2M̃2
T (1 +Mg)

+ 2M̃2
TMSTr(Q) lim

ε→∞
inf

ΨF (ε)

ε

∫
J

ζF (s)ds

]
≤ 1,

then the system (1.1) has at least one mild solution on J .

Proof. We sketch the proof only, as it resembles the arguments of Theorem 3.1. Similarly as

before, we define the operator Pα : Υ → Υ as in the Theorem 3.1, then we deduce that

Pα

(
Br(0,Υ)

)
⊆ Br(0,Υ). Further, note that to prove that Pα is a condensing operator, we

introduce the decomposition Pα = P1
α + P2

α + P3
α, where P1

α,P2
α,P3

α are defined on Br(0,Υ),

respectively, by

(P1
αx)(t) =C(t)φ(0) + S(t)[x1 −G(0, φ, 0)]− S(t− tj)Dx(t+j )

+

j−1∑
k=0

[
S(t− tk+1)Dx(t−k+1)− S(t− tk)Dx(t+k )

]
+

∫ t

0

C(t− s)Dx(s)ds+
∫ t

0

C(t− s)G(s, xs,

∫ s

0

g(s, τ, xτ )dτ)ds,

(P2
αx)(t) =

∫ t

0

S(t− s)F
(
s, xρ(s,xs)

)
dw(s) +

∫ t

0

S(t− s)Buα(s, x)ds,

(P3
αx)(t) =

∑
0<tk<t

C(t− tk)I
1
k(xtk) +

∑
0<tk<t

S(t− tk)I
2
k(xtk).

then, by the same way as in the proof of Theorem 3.1, we can easily shown that the operator P1
α

is a contraction while P2
α is compact. On the other hand, from Lemma 2.1, by using the same

arguments as Theorem 3.2 in [17] we can show that P3
α is compact. As a consequence of Lemma

2.2, we infer that Pα = P1
α + P2

α + P3
α has a fixed point which is the mild solution for the system

(1.1) on J. Thus we have completed the proof of Theorem 3.3. �

Theorem 3.4. Assume that the assumptions of Theorem 3.3 hold and in addition, hypothesis

(H7), (H8) are satisfied. Then, the system (1.1) is approximately controllable on J .

Proof. By the same way as in the proof of Theorem 3.2, we infer that the system (1.1) is approx-

imately controllable on J . We omit it here. �
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4. Application

In this section, the established previous results are applied to study the approximate control-

lability of the stochastic nonlinear wave equation with state-dependent delay. Specifically, we

consider the following approximate controllability for a class of damped second-order impulsive

neutral stochastic integro-differential system with state-dependent delay of the form:

d
[ ∂
∂t
y(t, ξ)− G̃

(
t, y(t− τ, ξ),

∫ s

0

g̃(t, s, y(s− τ, ξ))ds
)]

=
[ ∂2
∂ξ2

y(t, ξ) + γ
∂

∂t
y(t, ξ) +

∫ π

0

δ(s)
∂

∂t
y(t, s)ds+Bu(t, ξ)

]
dt

+ F̃
[
t, y(s− ρ1(τ)ρ2(∥y(t)∥, ξ)

]
dβ(s), t ̸= tk, t ∈ J, τ > 0, ξ ∈ [0, π],

∆y(tk)(ξ) =
∫ tk
−∞ ηk(tk − s)y(s, ξ)ds, k = 1,m, ξ ∈ [0, π],

∆y′(tk)(ξ) =
∫ tk
−∞ µk(tk − s)y(s, ξ)ds, k = 1,m, ξ ∈ [0, π],

y(t, 0) = y(t, π) = 0, ∂
∂ty(0, ξ) = x1(ξ), t ∈ J, ξ ∈ [0, π],

y(t, ξ) = φ(t, ξ), t ∈ (−∞, 0], ξ ∈ [0, π],

(4.1)

where β(t) is a standard one-dimensional Wiener process in H defined on a stochastic basis

(Ω,F ,P), 0 = t0 < t1 < · · · < tm < T are prefixed numbers, γ is a prefixed real number,

δ ∈ H, ρi : [0,∞) → [0,∞), i = 1, 2 are continuous, and φ ∈ B, where the phase space B intro-

duced in Example 2.1. We take H = L2([0, π]) with the norm ∥ · ∥. Define A : H → H by Ax = x′′

with domain

D(A) = {x(·) ∈ H : x, x′ are absolutely continuous, x′′ ∈ H, x(0) = x(π) = 0}.

The spectrum of A consists of the eigenvalues −n2 for n ∈ N, with associated eigenvectors en(ξ) :=√
2
π sinnξ, n = 1, 2, 3, .... Furthermore, the set {en : n ∈ N} is an orthogonal basics in H. Then

Ax =
∞∑

n=1

n2⟨x, en⟩en, x ∈ D(A). (4.2)

Using (4.2), one can easily verify that the operators C(t) defined by

C(t)x =

∞∑
n=1

cos(nt)⟨x, en⟩en, t ∈ R,

form a cosine function on H, with associated sine function

S(t)x =

∞∑
n=1

sin(nt)

n
⟨x, en⟩en, t ∈ R.

It is clear that (see Ref. [41]), for all x ∈ H, t ∈ R, C(·)x and S(·)x are periodic functions with

∥C(t)∥ ≤ 1 and ∥S(t)∥ ≤ 1.

Now, we define the linear continuous mapping B from

U =
{
u =

∞∑
n=2

unen | ∥u∥2U :=
∞∑

n=2

u2n <∞
}
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to H as follows:

Bu = 2u2e1 +

∞∑
n=2

unen.

On the other hand, it is easy to see that if x =
∑∞

n=1⟨x, en⟩en, then

B∗v = (2v1 + v2)e2 +
∞∑

n=3

vnen

and let ∥B∗S∗(t)x∥2 = 0, then we infer that x = 0, which means that deterministic linear system

corresponding to (4.1) is approximately controllable on J .

Obviously, (B, ∥ · ∥B) is a Banach space. Hence for (t, ψ) ∈ J × B, where ψ(θ)x = ψ(θ, x),

(θ, x) ∈ (−∞, 0] × [0, π]. Let y(t)(ξ) = y(t, ξ) and define the operators G : J × B × H → H,

F : J ×B → L0
2, g : J ×J ×B → H, D : H → H, ρ : J ×B → (−∞, T ], I1k , I

2
k : B → H, k = 1,m by

G
(
t, ψ,

∫ s

0

G̃(t, s, ψ)ds
)
(ξ) = g̃

(
t, ψ(θ, ξ),

∫ s

0

g̃(t, s, ψ)ds
)
,

g(t, s, ψ)(ξ) = g̃
(
t, s, ψ(θ, ξ)

)
,

Dψ(ξ) = γψ(t, ξ) +

∫ π

0

δ(s)ψ(t, s)ds,

F (t, ψ)(ξ) = F̃
(
t, ψ(θ, ξ)

)
,

ρ(t, ψ) = ρ1(t)ρ2(∥ψ(0)∥),

I1k(t, ψ)(ξ) =

∫ 0

−∞
ηk(−s)ψ(θ)(ξ)ds, k = 1,m,

I2k(t, ψ)(ξ) =

∫ 0

−∞
µk(−s)ψ(θ)(ξ)ds, k = 1,m.

Then, the system (4.1) can be written in the abstract form as the system (1.1). Further, we

can impose some suitable conditions on the above defined functions as those in the assumptions

(H0)− (H8). Therefore, by Theorem 3.2 and Theorem 3.4, we can conclude that the system (4.1)

is approximately controllable on J .
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[26] V. Lakshmikantham, D. Bǎinov and P.S. Simeonov, Theory of impulsive differential equations, (Series in

Modern Applied Mathematics, 6. World Scientific Publishing Co., Inc., Teaneck, NJ, 1989.

[27] Y. Lin and N. Tanaka, Nonlinear abstract wave equations with strong damping, J. Math. Anal. Appl, 225,

46–61, 1998.

[28] N.I. Mahmudov, On controllability of linear stochastic systems in Hilbert spaces, J. Math. Anal. Appl, 259,

64–82, 2001.

[29] N.I. Mahmudov and S. Zorlu, Controllability of nonlinear stochastic systems, Int. J. Control, 76, 2, 95–104,

2003.

[30] N.I. Mahmudov and M.A. McKibben, Abstract Second-Order Damped McKean-Vlasov Stochastic Evolution

Equations, Stoch. Anal. Appl, 24, 303–328, 2006.

[31] N.I. Mahmudov, and M.A. McKibben, Approximate Controllability of Second-order Neutral Stochastic Evo-

lution Equations, Dyn. Conti., Disc and Impulsive Sys, 13, 619–634, 2006.

[32] P. Muthukumar and P. Balasubramaniam, Approximate controllability of second-order damped McKean-

Vlasov stochastic evolution equations, Comput. Math. Appl, 10, 60, 2788–2796, 2010.

[33] P. Muthukumar and C. Rajivganthi, Approximate Controllability of Second-Order Neutral Stochastic Differ-

ential Equations with Infinite Delay and Poisson Jumps, NJ. Syst. Sci. Complex, 28, 1033–1048, 2015.

[34] J.Y. Park, P. Balasubramaniam and N. Kumaresan, Controllability for neutral stochastic functional integrod-

ifferential infinite delay systems in abstract space, Numer. Func. Anal. Optim, 28, 1369–1386, 2007.



238 DIEM DANG HUAN EJMAA-2017/5(2)

[35] C. Parthasathy, M.M. Arjunan, Controllability results for second order impulsive stochastic functional differ-

ential systems with state-dependent delay, Electr. J. Math. Anal. Appl, 1, 1, 88–109, 2013.

[36] C. Rajivganthi, K. Thiagu, P. Muthukumar and P. Balasubramaniam, Existence of solutions and approximate

controllability of impulsive fractional stochastic differential systems with infinite delay and Poisson jumps,

Appl. Math, 60, 4, 395–419, 2015.

[37] B.N. Sadovskii, On a fixed point principle, Funct. Anal. Appl, 1, 2, 74–76, 1967.

[38] R. Sakthivel, Y. Ren and N.I. Mahmudov, Approximate controllability of second-order stochastic differential

equations with impulsive effects, Modern Phys. Lett. B, 24, 14, 1559–1572, 2010.

[39] R. Sakthivel and E.R. Anandhi, Approximate controllability of impulsive differential equations with state-

dependent delay, Int. J. Control, 83, 2, 387–393, 2010.

[40] R. Sakthivel, Y. Ren, Approximate Controllability of Fractional Differential Equations with State-Dependent

Delay, Results. Math, 63, 949–963, 2013.

[41] C.C. Travis and G.F. Webb, Compactness, regularity, and uniform continuity properties of strongly continuous

cosine families, Houston J. Math, 3, 4,555–567, 1977.

[42] C.C. Travis and G.F. Webb, Second oder differential equations in Banach spaces, in: Proceedinds International

Symposium on Nonlinear Equations in Abstract Spaces, Academic Press, New York, 331–361, 1987.

[43] C.C. Travis and G.F. Webb, Cosine families and abstract nonlinear second order differential equations, Acta

Math. Acad. Sci. Hung, 32, 76–96, 1978.

[44] C.C. Travis and G.F. Webb, An abstract second order semilinear Volterra integrodifferential equation, SIAM

J. Math. Anal, 10, 412–424, 1979.

[45] G.F. Webb, Existence and asymptotic behaviour for a strongly damped nonlinear wave equations, Can. J.

Math, 32, 631–643, 1980.

[46] Z.M. Yan, Approximate controllability of partial neutral functional differential systems of fractional order with

state-dependent delay, Int. J. Control, 85,1051–1062, 2012.

[47] Z.M. Yan and X.X. Yan, Existence of solutions for impulsive partial stochastic neutral integrodifferential

equations with state-dependent delay, Collect. Math, 64, 2, 235–250, 2013.

[48] Z.M. Yan and H.W. Zhang, Existence of solutions to impulsive fractional partial neutral integro-differential

inclusions equation with state-dependent delay, Electr. J. Differ. Equa, 81, 1–21, 2013.

[49] T. Yang, Impulsive Systems and Control: Theory and Applications, Springer, Berlin, 2001.

[50] J. Zabczyk, Controllability of stochastic linear systems, Systemts Control Lett, 1, 5–31, 1991.

D. D. Huan

Faculty of Basic Sciences, Bacgiang Agriculture and Forestry University, Bacgiang, Vietnam

E-mail address: diemdanghuan@gmail.com, huandd@bafu.edu.vn


