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LINEARIZED OSCILLATION THEORY OF SECOND ORDER

NEUTRAL IMPULSIVE DIFFERENCE EQUATIONS

G. N. CHHATRIA† AND A. K. TRIPATHY∗

Abstract. This article studies the oscillation of solutions of a class of second

order nonlinear neutral impulsive difference equations of the form:
∆2[u(n)− p(n)f(u(n− α))] + q(n)h(u(n− β)) = 0, n 6= mj

∆[∆(u(mj − 1)− p(mj − 1)f(u(mj − α− 1)))]

+r(mj − 1)h(u(mj − β − 1)) = 0, j ∈ N

for the various ranges of the neutral coefficient. The technique employed here is

due to the linearization method by using the Banach contraction principle and
Knaster-Tarski fixed point theorem. In addition, some illustrative examples

are given to verify our main results.

1. Introduction

In this work, we consider a second order nonlinear neutral impulsive difference
equations of the form:

(E)


∆2[u(n)− p(n)f(u(n− α))] + q(n)h(u(n− β)) = 0, n 6= mj (1)

∆[∆(u(mj − 1)− p(mj − 1)f(u(mj − α− 1)))]

+r(mj − 1)h(u(mj − β − 1)) = 0, j ∈ N, (2)

where α, β are positive integers, p ∈ R − {0}, q, r ∈ R+, f, h ∈ C(R,R) and mj ,
j ∈ N are the discrete moments of impulsive effect such that m1 < m2 < · · · < mj

with the properties limj→∞mj =∞ and ρ = max{α, β} ≤ max{mj −mj−1} <∞.
Here, ∆ is the forward difference operator defined by ∆u(n) = u(n+ 1)−u(n) and
∆ is the difference operator defined by ∆u(mj − 1) = u(mj)− u(mj − 1).

By a solution of (E) we mean a real valued function u(n) defined on N(n0−ρ) =
{n0 − ρ,, ...n0, n0 + 1, ...} which satisfy (E) for n ≥ n0 with the initial conditions
u(i) = φ(i), i = n0−ρ, · · · , n0, where φ(i), i = n0−ρ, · · · , n0 are given. A nontrivial
solution u(n) of (E) is said to be nonoscillatory, if it is either eventually positive or
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eventually negative. Otherwise, the solution is said to be oscillatory. (E) is said to
be oscillatory if all its solutions are oscillatory.

The objective of this work is to establish linearized oscillation theory for highly
nonlinear neutral impulsive difference equations (E) by using Banach contraction
principle and Knaster-Tarski fixed point theorem in the ranges −∞ < p(n) <
−1, −1 < p(n) ≤ 0 and 0 ≤ p(n) < 1. To understand the theory, we refer the
monographs [8] and [9], and about the development of impulsive equations we refer
[10], [15] and [16].

Indeed, (1) is called as the nonimpulsive difference equation which is so called as
difference equation and to its solution u(n) when we apply impulse mj , j ∈ N, we
find an impulsive solution u(mj) satisfying (2) and together we have our impulsive
difference equation (E). It is a challenge to study (1)/(E) with and without fixed
point theory via the Qualitative Behaviour of Solutions method.

Let the linear impulsive system associated with the nonlinear impulsive system
(E) be

(El)

{
∆2[y(n)− py(n− α)] + qy(n− β) = 0, n 6= mj

∆[∆(y(mj − 1)− py(mj − α− 1))] + ry(mj − β − 1) = 0, j ∈ N

and in [20], the authors have predicted the possible solution of (El) as

y(n) = λnAi(n0,n), n0 > ρ = max{α, β}, (3)

where i(n0, n) = j = number of impulsive points mj , j ∈ N between n0 to n and
A 6= 0 is a real number which is called as the pulsatile constant. But, it is not
that much simple to predict the solution of (E) when nothing is known about (E).
In this work, we establish the linearized oscillation results (E) through its limiting
equation of type (3). Of course, some results of [20] are our state of art along
with fixed point theory. As long as (3) is concerned, the study of (1) is a special
case study of (E) and the approach of neutral equation is a general discussion
comparing to the study of nonneutral equations (see for e.g.[2, 3, 13], [23]-[26]). We
study (E) with a general set up, and in this direction we refer some of the works
[1, 4, 5, 6, 7, 12, 14], [17]-[21] and [22] and the references cited there in.

2. Preliminaries

In this section, we present some existing results from [20] for our discussion in
which we have the following notations:

• i(n− β, n) = l1 is the number of impulsive points between n− β to n,
• i(n− α, n) = l2 is the number of impulsive points between n− α to n.

Theorem 2.1. Let α > β and r 6= q 6= 0. Then (El) admits an oscillatory solution
in the impulsive form (3) if and only if the algebraic equation[ 1

λ

(
1− r

q

)
+
r

q

]l1
(λ− 1)2 − pλ−α

[ 1

λ

(
1− r

q

)
+
r

q

]l1−l2
(λ− 1)2 + qλ−β = 0 (4)

has at least one real root λ with λ < 1− q
r for r

q > 1 and λ > 1− q
r for r

q < 1.

Remark 2.2. In Theorem 2.1, we may note that

i(n0, n−α)− i(n0, n−β) = −i(n−α, n−β) = −[i(n−α, n)− i(n−β, n)] = l1− l2
for α > β. If α < β, then we find

i(n0, n− α)− i(n0, n− β) = i(n− β, n− α) = i(n− β, n)− i(n− α, n) = l1 − l2
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and hence i(n0, n − α) − i(n0, n − β) = l1 − l2. Therefore, Theorem 2.1 holds for
any α, β ∈ R+.
Theorem 2.3. Let the assumptions of Theorem 2.1 hold. Then (El) admits an
eventually positive solution in the form of (3) if and only if (4) has at least one real
root λ with λ > 1− q

r for r
q > 1 and λ < 1− q

r for r
q < 1.

Theorem 2.4. Let q, r > 0 such that r > q. Then

(1) for p > 0 and α < β, (El) has an oscillation in the form of (3) if and only
if (4) has no positive real root in [1− q

r ,∞);
(2) for p < 0, (El) has an oscillation in the form of (3) if and only if (4) has

no positive real root in [1− q
r ,∞).

3. Linearized Oscillation

This section deals with the linearized oscillation criteria for the system (E). Of
course, the criteria are obtained by means of its limiting impulsive equation in the
form of (El) for different ranges of the neutral coefficient p(n).

Theorem 3.1. Let p(n) < −1 be such that limn→∞ p(n) = p0 ∈ (−∞,−1) .
Assume that
(H1) limn→∞ q(n) = q0 ∈ (0,∞) and lim infn→∞ r(n) = r0 ∈ (0,∞),

(H2) uf(u) > 0, f(u)u ≥ 1 for u 6= 0 and limu→0
f(u)
u = 1,

(H3) vh(v) > 0 for v 6= 0, lim inf |v|→∞ |h(v)| ≥ v0 > 0 and limv→0
h(v)
v = 1,

(H4)
∑∞
s=n∗ q(s) +

∑∞
j=1 r(mj − 1) =∞

and

(H5)
∑∞
s=n∗

[∑s−1
t=n∗ q(t) +

∑
n∗≤mj−1≤s−1 r(mj − 1)

]
=∞, s > n∗ + 1

hold. If the limiting impulsive system of (E){
∆2[w(n)− (ε− p0)w(n− α)] + (q0 − ε)w(n− β) = 0, n 6= mj

∆[∆(w(mj − 1)− (ε− p0)w(mj − α− 1))] + r0w(mj − β − 1) = 0, j ∈ N

has no positive real root in [1 − q0
r0
,∞) for r0 > q0 and some ε > 0, then every

solution of the system (E) oscillates.
Proof. Let u(n) be a nonoscillatory solution of (E). Without loss of generality, we
may assume that u(n) > 0, u(n−α) > 0 and u(n−β) > 0 for n ≥ n0 > max{α, β}
due to (H2) and (H3). Setting

z(n) = u(n)− p(n)f(u(n− α)),

z(mj − 1) = u(mj − 1)− p(mj − 1)f(u(mj − α− 1))

in (E), we obtain

(E1)

{
∆2z(n) = −q(n)h(u(n− β)) ≤ 0, n 6= mj

∆(∆z(mj − 1)) = −r(mj − 1)h(u(mj − β − 1)) ≤ 0, j ∈ N.

Hence, we can find an n1 > n0 +β+1 such that ∆z(n) is nonincreasing for n ≥ n1.
Let there exists n2 > n1 such that ∆z(n) > 0 for n ≥ n2. Summing the impulsive
system (E1) from n2 to n− 1 (n > n2 + 1), we get

∆z(n)−∆z(n2)−
∑

n2≤mj−1≤n−1

∆(∆z(mj − 1)) = −
n−1∑
s=n2

q(s)h(u(n− β)),
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that is,

n−1∑
s=n2

q(s)h(u(n− β)) +
∑

n2≤mj−1≤n−1

r(mj − 1)h(u(mj − β − 1)) = −∆z(n) + ∆z(n2).

Using (H3), it follows that

h0

 n−1∑
s=n2

q(s) +
∑

n2≤mj−1≤n−1

r(mj − 1)

 ≤ −∆z(n) + ∆z(n2)

≤ ∆z(n2)

which is a contradiction to (H4). Ultimately, ∆z(n) < 0 for n ≥ n2 and hence
z(n) > 0 is nonincreasing for n ≥ n2. Now, summing the impulsive system (E1)
from n2 to n− 1, we get

n−1∑
s=n2

q(s)h(u(n− σ)) +
∑

n2≤mj−1≤n−1

r(mj − 1)h(u(mj − σ − 1))

= ∆z(n2)−∆z(n) ≤ −∆z(n),

that is,

n−1∑
s=n2

 s−1∑
t=n2

q(t)h(u(t− σ)) +
∑

n2≤mj−1≤s−1

r(mj − 1)h(u(mj − σ − 1))

 ≤ z(n2)− z(n)

≤ z(n2)

<∞
due to (H1), (H3) and (H5) implies that lim infn→∞ u(n) = 0. Applying [11,
Lemma 2.1.], it follows that limn→∞ z(n) = 0. Consequently,

0 = lim
n→∞

z(n) = lim sup
n→∞

z(n)

≥ lim sup
n→∞

(−p(n)f(u(n− τ)))

≥ lim sup
n→∞

(−p(n)u(n− τ)

= −p0 lim sup
n→∞

u(n)

leads to the fact that limn→∞ u(n) = 0. Because mj − 1,mj − τ − 1, · · · are the
nonimpulsive points, then limj→∞ u(mj − 1) = 0. Since mj − 1 < mj < n, then an
application of Sandwich theorem shows that limj→∞ u(mj) = 0. Denote

P (n) = −p(n)
f(u(n− α))

u(n− α)
, Q(n) = q(n)

h(u(n− β))

u(n− β)

and R(mj − 1) = r(mj − 1)
h(u(mj − β − 1))

u(mj − β − 1)
.

Indeed,

lim
n→∞

Q(n) = lim
n→∞

q(n) lim
n→∞

h(u(n− β))

u(n− β)
= q0,

lim inf
n→∞

R(n) ≥ lim inf
n→∞

r(n) lim
n→∞

h(u(n− β))

u(n− β)
= r0
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and

lim sup
n→∞

P (n) = lim sup
n→∞

(−p(n)) lim
n→∞

f(u(n− α))

u(n− α)
= −p0

due to (H1), (H2) and (H3). Using above substitutions in (E), we obtain

(E2)

{
∆2[u(n) + P (n)u(n− α)] +Q(n)u(n− β) = 0, n 6= mj , j ∈ N
∆[∆(u(mj − 1) + P (mj − 1)u(mj − α− 1))] +R(mj − 1)u(mj − β − 1) = 0.

Taking sum to (E2) from n2 to n− 1, we get

∆Z(n)−∆Z(n2) +

n−1∑
s=n2

Q(s)u(s− β) +
∑

n2≤mj−1≤n−1

R(mj − 1)u(mj − β − 1) = 0,

where Z(n) = u(n)+P (n)u(n−α). Similar to the argument for the case ∆z(n) < 0,
it is easy to show that ∆Z(n) < 0 due to (H3) and (H4). As ∆Z(n) is nonincreasing,
the above relation reduces to

∆Z(n) +

n−1∑
s=n2

Q(s)u(s− β) +
∑

n2≤mj−1≤n−1

R(mj − 1)u(mj − β − 1) ≤ 0,

that is,

Z(l)− Z(n) +

l−1∑
s=n

 s−1∑
t=n2

Q(t)u(t− β) +
∑

n2≤mj−1≤s−1

R(mj − 1)u(mj − β − 1)

 ≤ 0.

As a result

Z(n) ≥
∞∑
s=n

 s−1∑
t=n2

Q(t)u(t− β) +
∑

n2≤mj−1≤s−1

R(mj − 1)u(mj − β − 1)


which is equivalent to

u(n) ≥ 1

P (n+ α)

[
− u(n+ α) +

∞∑
s=n+α

[ s−1∑
t=n2

Q(t)u(t− β)

+
∑

n2≤mj−1≤s−1

R(mj − 1)u(mj − β − 1)
]]
. (5)

Let γ > 1 and ε ∈ (0, q0) be given such that (1 − γ)p0 < ε. Suppose that there
exists n3 > n2 + 1 such that

P (n) <
ε− p0
γ

, Q(n) > q0 − ε, R(mj − 1) > r0.

Then for n ≥ n3, (5) reduces to

u(n) ≥ γ

ε− p0
×

[
− u(n+ α) +

∞∑
s=n+α

[
(q0 − ε)

s−1∑
s=n3

u(t− β) + r0
∑

n3≤mj−1≤s−1

u(mj − β − 1)
]]
.

(6)
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Let X = ln3
∞ be the Banach space of all real valued bounded functions y(n) with

sup norm defined by

‖y‖ = sup{|y(n)| : n ≥ n3}.
Consider a closed subset Ω of X such that

Ω = {y ∈ X : 0 ≤ y(n) ≤ 1, n ≥ n3},
and for y ∈ Ω, n ≥ n3 define

(Ty)(n) =


Ty(n3 + ρ), n3 ≤ n ≤ n3 + ρ,

1
(ε−p0)u(n)

[
− u(n+ α)y(n+ α) +

∑∞
s=n+α

[
(q0 − ε)

∑s−1
t=n3

u(t− β)y(t− β)

+r0
∑
n3≤mj−1≤s−1 u(mj − β − 1)y(mj − β − 1)

]]
, n > n3 + ρ.

For y ∈ Ω and due to (6), we have

Ty(n) ≤ 1

(ε− p0)u(n)

[
− u(n+ α) +

∞∑
s=n+α

[
(q0 − ε)

s−1∑
t=n3

u(t− β)

+ r0
∑

n3≤mj−1≤s−1

u(mj − β − 1)
]]

≤ 1

γ
< 1,

and Ty(n) ≥ 0 implies that Ty(n) ∈ Ω for every n ≥ n3. Now, for y1, y2 ∈ Ω

|Ty1(n)− Ty2(n)| ≤ 1

(ε− p0)u(n)

[
− u(n+ α)|y1(n+ α)− y2(n+ α)|

+

∞∑
s=n+α

[
(q0 − ε)

s−1∑
t=n3

u(t− β)|y1(t− β)− y2(t− β)|

+ r0
∑

n3≤mj−1≤s−1

u(mj − β − 1)|y1(mj − β − 1)− y2(mj − β − 1)|
]]

implies that

|Ty1(n)− Ty2(n)| ≤ 1

(ε− p0)u(n)

[
− u(n+ α) +

∞∑
s=n+α

[
(q0 − ε)

s−1∑
t=n3

u(t− β)

+ r0
∑

n3≤mj−1≤s−1

u(mj − β − 1)
]]
‖y1 − y2‖

≤ 1

γ
‖y1 − y2‖,

that is,

‖Ty1 − Ty2‖ ≤
1

γ
‖y1 − y2‖.

Since 1
γ < 1, then T is a contraction. By Banach’s fixed point theorem [8], T has

a unique fixed point y ∈ Ω such that Ty = y, that is,

y(n) =


y(n3 + ρ), n3 ≤ n ≤ n3 + ρ,

1
(ε−p0)u(n)

[
− u(n+ α)y(n+ α) +

∑∞
s=n+α

[
(q0 − ε)

∑s−1
t=n3

u(t− β)y(t− β)

+r0
∑
n3≤mj−1≤s−1 u(mj − β − 1)y(mj − β − 1)

]]
, n > n3 + ρ.
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Setting w(n) = u(n)y(n) for n ≥ n3 + ρ, we obtain

w(n) =
1

(ε− p0)[
− w(n+ α) +

∞∑
s=n+α

[
(q0 − ε)

s−1∑
t=n3

w(t− β) + r0
∑

n3≤mj−1≤s−1

w(mj − β − 1)
]]

which is a positive solution of the impulsive system

(E3)

{
∆2[w(n)− (ε− p0)w(n− α)] + (q0 − ε)w(n− β) = 0, n 6= mj

∆[∆(w(mj − 1)− (ε− p0)w(mj − α− 1))] + r0w(mj − β − 1) = 0, j ∈ N

whose characteristic equation is given by[ 1

λ
(1− r0

(q0 − ε)
) +

r0
(q0 − ε)

]l1
(λ− 1)2

− (ε− p0)λ−α
[ 1

λ
(1− r0

(q0 − ε)
) +

r0
(q0 − ε)

]l1−l2
(λ− 1)2 + (q0 − ε)λ−β = 0.

By Theorem 2.3, w(n) is a positive solution of (E3) if and only if

λ > 1− (q0 − ε)
r0

> 1− q0
r0

for r0
q0
> 1, a contradiction due to Theorem 2.4. This completes the proof of the

theorem.
Remark 3.2. The prototype of the functions f and h in Theorem 3.1 satisfying
(H2) and (H3) could be of the form

G(u) = u(1 + |u|γ), u ∈ R, γ > 0.

Theorem 3.3. Let −1 < p(n) ≤ 0 and limn→∞ p(n) = p0 ∈ (−1, 0]. Assume that
(H1)− (H5) hold. If the limiting impulsive system{

∆2[y(n)− (p0 − ε1)y(n− α)] + (q0 − ε)y(n− β) = 0, n 6= mj

∆[∆(y(mj − 1)− (p0 − ε1)y(mj − α− 1))] + r0y(mj − β − 1) = 0, j ∈ N.

has no positive real roots in [1 − q0
r0
,∞) for r0 > q0 and for some ε1, ε > 0, then

every solution of the system (E) oscillates.
Proof. Let u(n) be a nonoscillatory solution of (E). Proceeding as in the proof of
Theorem 3.1, we have limn→∞ u(n) = 0 and limj→∞ u(mj − 1) = 0 and then an
application of Sandwich theorem gives limj→∞ u(mj) = 0. Denote

P (n) = p(n)
f(u(n− α))

u(n− α)
, Q(n) = q(n)

h(u(n− β))

u(n− β)

and R(mj − 1) = r(mj − 1)
h(u(mj − β − 1))

u(mj − β − 1)
.

Due to (H1), (H2) and (H3), it follows that limn→∞Q(n) = q0, lim infj→∞R(mj−
1) ≥ r0 and lim supn→∞ P (n) = −p0. Therefore, (E) can be written as

(E4)


∆2[u(n) + P (n)u(n− α)] +Q(n)u(n− β) = 0, n 6= mj

∆[∆(u(mj − 1) + P (mj − 1)u(mj − α− 1))]

+R(mj − 1)u(mj − β − 1) = 0, j ∈ N.
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Summing (E4) twice and then using the argument as in Theorem 3.1, we find

u(n) ≥− P (n)u(n− α)

+

∞∑
s=n

[ s−1∑
t=n2

Q(t)u(t− β) +
∑

n2≤mj−1≤s−1

R(mj − 1)u(mj − β − 1)
]
. (7)

Let ε ∈ (0, q0) and ε1 ∈ (0, 1 + p0). Suppose that there exists n3 > n2 + 1 such that

Q(n) > q0 − ε, R(mj − 1) > r0, P (n) < ε1 − p0
for n ≥ n3. Then for n ≥ n3, (7) reduces to

u(n) ≥(p0 − ε1)u(n− α)

+

∞∑
s=n

[
(q0 − ε)

s−1∑
s=n2

u(t− β) + r0
∑

n2≤mj−1≤s−1

u(mj − β − 1)
]
. (8)

Let X = ln3
∞ be the Banach space of all real valued bounded functions y(n) with

sup norm defined by

‖y‖ = sup{|y(n)| : n ≥ n3}.
Set

Ω = {y ∈ X : y(n) = u(n) for n3 ≤ n ≤ n3 + ρ and 0 ≤ y(n) ≤ u(n), n > n3 + ρ}.

For y1, y2 ∈ Ω, we define a partial order y1 ≤ y2 on Ω means that y1(n) ≤ y2(n) for
all n ≥ n3. Because limn→∞ u(n) = 0 and by the definition Ω, it follows that inf Ω
exist in Ω. Let φ ⊂ Ω∗ ⊂ Ω be such that

Ω∗ = {y ∈ X : y1(n) ≤ y(n) ≤ y2(n), 0 ≤ y1(n), y2(n) ≤ u(n), n ≥ n3}.

Since lim supn→∞ u(n) = 0, then we can find {nk} ⊂ {n} such that sup Ω∗ ∈ Ω as
long as y2(nk) ≤ u(nk) holds for nk ≥ n3, k ∈ N. Next, we define

(Ty)(n) =


Ty(n3 + ρ), n3 ≤ n ≤ n3 + ρ,

(p0 − ε1)y(n− α) +
∑∞
s=n

[
(q0 − ε)

∑s−1
t=n3

y(t− β)

+r0
∑
n3≤mj−1≤s−1 y(mj − β − 1)

]
, n > n3 + ρ.

Then for y ∈ Ω and using (8), it follows that

Ty(n) ≤ (p0 − ε1)y(n− α) +

∞∑
s=n

[
(q0 − ε)

s−1∑
t=n3

y(t− β) + r0
∑

n3≤mj−1≤s−1

y(mj − β − 1)
]

≤ (p0 − ε1)u(n− α) +

∞∑
s=n

[
(q0 − ε)

s−1∑
t=n3

u(t− β) + r0
∑

n3≤mj−1≤s−1

u(mj − β − 1)
]

≤ u(n)

and Ty(n) ≥ 0 for n ≥ n3 implies that Ty(n) ∈ Ω for every n ≥ n3. For y1, y2 ∈ Ω
with y1 ≤ y2, it is easy to verify that Ty1 ≤ Ty2. Being a closed subspace of X,
Ω is a partially ordered Banach space. Therefore, by Knaster-Tarski fixed point
theorem [8], T has a unique fixed point y ∈ Ω such that Ty = y, that is,

y(n) =


y(n3 + ρ), n3 ≤ n ≤ n3 + ρ,

(p0 − ε1)y(n− α) +
∑∞
s=n

[
(q0 − ε)

∑s−1
t=n3

y(t− β)

+r0
∑
n3≤mj−1≤s−1 y(mj − β − 1)

]
, n > n3 + ρ.
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Therefore, for n ≥ n3 + ρ, we obtain

y(n) =

(p0 − ε1)y(n− α) +

∞∑
s=n

[
(q0 − ε)

s−1∑
t=n3

y(t− β) + r0
∑

n3≤mj−1≤s−1

y(mj − β − 1)
]
.

We may note that, y(n) is a positive solution of the impulsive system

(E5)

{
∆2[y(n)− (p0 − ε1)y(n− α)] + (q0 − ε)y(n− β) = 0, n 6= mj

∆[∆(y(mj − 1)− (p0 − ε1)y(mj − α− 1))] + r0y(mj − β − 1) = 0, j ∈ N.

Indeed, its characteristic equation is given by[ 1

λ
(1− r0

(q0 − ε)
) +

r0
(q0 − ε)

]l1
(λ− 1)2

− (p0 − ε1)λ−α
[ 1

λ
(1− r0

(q0 − ε)
) +

r0
(q0 − ε)

]l1−l2
(λ− 1)2 + (q0 − ε)λ−β = 0.

Due to Theorem 2.3, y(n) is a positive solution of (E5) if and only if

λ > 1− (q0 − ε)
r0

> 1− q0
r0

for r0
q0
> 1, a contradiction due to Theorem 2.4. This completes the proof of the

theorem.
Theorem 3.4. Let α ≤ β. Let 0 ≤ p(n) < 1 be such that limn→∞ p(n) = p0 ∈
[0, 1). Assume that (H1), (H3), (H4), (H5) and

(H6) uf(u) > 0, f(u)u ≤ 1 for u 6= 0 and limu→0
f(u)
u = 1

hold. If the limiting impulsive system{
∆2[w(n)− γ(p0 − ε)w(n− α)] + γ(q0 − ε)w(n− β) = 0, n 6= mj

∆[∆(w(mj − 1)− γ(p0 − ε)w(mj − α− 1))] + γr0w(mj − β − 1) = 0, j ∈ N.

has no positive real root in [1 − q0
r0
,∞) for r0 > q0 and for some ε, γ, ε > 0, then

every solution of (E) oscillates.
Proof. Let u(n) be a nonoscillatory solution of (E). Then proceeding as in the
proof of Theorem 3.1, we have that ∆z(n) < 0 and z(n) is monotonic for n ≥ n1.
Suppose there exists n2 > n1 such that z(n) < 0 for n ≥ n2. Since ∆z(n) is
nonincreasing, then we can find a n3 > n2 + 1 and a constant C > 0 such that
∆z(n) ≤ −C for n ≥ n3 and hence ∆z(mj − 1) ≤ −C. Therefore,

z(n)− z(n3)−
∑

n3≤mj−1≤n−1

∆z(mj − 1) ≤ −
n−1∑
s=n3

C

implies that

z(n) ≤ z(n3)−
[ n−1∑
s=n3

C +
∑

n3≤mj−1≤n−1

C
]

that is, limn→∞ z(n) = −∞. By Sandwich theorem and due to mj − 1 < mj < n,
we obtain limj→∞ z(mj) = −∞. On the other hand, z(n) < 0 for n ≥ n3 implies
that

u(n) ≤ p(n)f(u(n− α)) ≤ u(n− α) ≤ u(n− 2α) ≤ u(n− 3α) · · · ≤ u(n3)
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and analogously,

u(mj − 1) ≤ u(mj − α− 1) ≤ u(mj − 2α− 1) ≤ u(mj − 3α− 1) · · · ≤ u(n3)

due to the nonimpulsive points mj − 1,mj − α − 1,mj − 2α − 1, · · · . Therefore,
u(n) is bounded for all nonimpulsive points. We assert that u(mj) is bounded. If
not, let it be limj→∞ u(mj) = +∞. Therefore,

z(mj) = u(mj) + p(mj)f(u(mj − α))

≥ u(mj)− f(u(mj − α))

≥ u(mj)− u(mj − α) ≥ u(mj)− b,

implies that z(mj) > 0 as j → ∞, a contradiction, where u(mj − α) ≤ b. So,
our assertation holds. Ultimately, z(n) is bounded for every n, a contradiction.
Thus, z(n) > 0 for n ≥ n2. Proceeding as in the proof of Theorem 2.1, we obtain
lim infn→∞ u(n) = 0 and limn→∞ z(n) = 0. Clearly,

0 = lim
n→∞

z(n) = lim sup
n→∞

z(n)

≥ lim sup
n→∞

(u(n)− p(n)f(u(n− α)))

≥ lim sup
n→∞

u(n)− lim inf
n→∞

(p(n)u(n− α)

= (1− p0) lim sup
n→∞

u(n)

implies that lim supn→∞ u(n) = 0 and hence limn→∞ u(n) = 0. Also, limj→∞ u(mj−
1) = 0 for nonimpulsive points mj − 1,mj − τ − 1, · · · . Due to Sandwich theorem
and for mj − 1 < mj < n, we have limj→∞ u(mj) = 0. Denote

P (n) =p(n)
f(u(n− α))

u(n− α)
, Q(n) = q(n)

h(u(n− β))

u(n− β)

and R(mj − 1) = r(mj − 1)
h(u(mj − β − 1))

u(mj − β − 1)
.

Then, the system (E) can be written as

(E6)


∆2[u(n)− P (n)u(n− α)] +Q(n)u(n− β) = 0, n 6= mj

∆[∆(u(mj − 1)− P (mj − 1)u(mj − α− 1))]

+R(mj − 1)u(mj − β − 1) = 0, j ∈ N.

By (H1), (H3) and (H6), it follows that

lim
n→∞

Q(n) = lim
n→∞

q(n) lim
n→∞

h(u(n− β))

u(n− β)
= q0,

lim inf
j→∞

R(mj − 1) ≥ lim inf
j→∞

r(mj − 1) lim
j→∞

h(u(mj − β − 1))

u(mj − β − 1)
= r0

and

lim inf
n→∞

P (n) ≥ lim inf
n→∞

p(n) lim
n→∞

f(u(n− α))

u(n− α)
= p0.

Let ε ∈ (0, q0), ε ∈ (0, 1− p0) and 0 < γ < 1. Suppose that there exists n3 ≥ n2 + 1
such that

Q(n) > q0 − ε, R(mj − 1) > r0, P (n) > (p0 − ε).
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Summing (E6) twice, we get

u(n) = P (n)u(n− α) +

∞∑
s=n

[ s−1∑
t=n3

Q(t)u(t− β) +
∑

n3≤mj−1≤s−1

R(mj − 1)u(mj − β − 1)
]

≥ (p0 − ε)u(n− α) +

∞∑
s=n

[
(q0 − ε)

s−1∑
t=n3

u(t− β) + r0
∑

n3≤mj−1≤t−1

u(mj − β − 1)
]
.

(9)

Let X = ln3
∞ be the Banach space of all real valued bounded functions y(n) with

the sup norm defined by

‖y‖ = sup{|y(n)| : n ≥ n3}.

Consider a closed subset Ω of X such that

Ω = {y ∈ X : 0 ≤ y(n) ≤ 1, n ≥ n3}.

For y ∈ Ω and n ≥ n3, we define

(Ty)(n) =


Ty(n3 + ρ), n3 ≤ n ≤ n3 + ρ,
γ

u(n)

[
(p0 − ε)u(n− α)y(n− α) +

∑∞
s=n

[
(q0 − ε)

∑s−1
t=n3

u(t− β)y(t− β)

+r0
∑
n3≤mj−1≤t−1 u(mj − β − 1)y(mj − β − 1)

]]
, n > n3 + ρ.

For y ∈ Ω and using (9), we have

Ty(n)

≤ γ

u(n)

[
(p0 − ε)u(n− α) +

∞∑
s=n

[
(q0 − ε)

s−1∑
t=n3

u(t− β) + r0
∑

n3≤mj−1≤t−1

u(mj − β − 1)
]]

≤ γ < 1,

and Ty(n) ≥ 0 implies that Ty(n) ∈ Ω for n ≥ n3. For y1, y2 ∈ Ω, we have

|Ty1(n)− Ty2(n)| ≤ γ

|u(n)|

[
(p0 − ε)u(n− α)|y1(n− α)− y2(n− α)|

+

∞∑
s=n

[
(q0 − ε)

s−1∑
t=n3

u(n− β)|y1(t− β)− y2(t− β)|

+ r0
∑

n3≤mj−1≤t−1

u(mj − β − 1)|y1(mj − β − 1)− y2(mj − β − 1)|
]]

which implies

|Ty1(n)− Ty2(n)| ≤ γ

|u(n)|

[
(p0 − ε)u(n− α) +

∞∑
s=n

[
(q0 − ε)

s−1∑
s=n3

u(t− β)

+ r0
∑

n3≤mj−1≤t−1

u(mj − β − 1)
]]
‖y1 − y2‖

≤ γ‖y1 − y2‖,

that is,

‖Ty1 − Ty2‖ ≤ γ‖y1 − y2‖.
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Since γ < 1, then T is a contraction. By Banach’s fixed point theorem [8], T has a
unique fixed point y ∈ Ω such that Ty = y. Thus,

y(n) =


y(n3 + ρ), n3 ≤ n ≤ n3 + ρ,
γ

u(n)

[
(p0 − ε)u(n− α)y(n− α) +

∑∞
s=n

[
(q0 − ε)

∑s−1
s=n3

u(t− β)y(t− β)

+r0
∑
n3≤mj−1≤t−1 u(mj − β − 1)y(mj − β − 1)

]]
, n > n3 + ρ.

If we set w(n) = u(n)y(n) for n ≥ n3 + ρ, then

w(n) =

γ
[
(p0 − ε)w(n− α) +

∞∑
s=n

[
(q0 − ε)

s−1∑
t=n3

w(t− β) + r0
∑

n3≤mj−1≤t−1

w(mj − β − 1)
]]

which is a positive solution of the impulsive system

(E7)

{
∆2[w(n)− γ(p0 − ε)w(n− α)] + γ(q0 − ε)w(n− β) = 0, n 6= mj

∆[∆(w(mj − 1)− γ(p0 − ε)w(mj − α− 1))] + γr0w(mj − β − 1) = 0, j ∈ N.

Indeed, its characteristic equation is given by[ 1

λ

(
1− r0

q0 − ε

)
+

r0
q0 − ε

]µ
(λ− 1)2

− γ(p0 − ε)λ−α
[ 1

λ

(
1− r0

q0 − ε

)
+

r0
q0 − ε

]µ−ν
(λ− 1)2 + γ(q0 − ε)λ−β = 0.

Because of Theorem 2.3, w(n) is a positive solution of (E7) if and only if

λ > 1− γ(q0 − ε)
γr0

= 1− (q0 − ε)
r0

> 1− q0
r0

for r0
q0
> 1, a contradiction due to Theorem 2.4. This completes the proof of the

theorem.
Remark 3.5. The prototype of the functions h and f in Theorem 3.4 satisfying
(H2) and (H6) respectively could be of the form

h(u) = u(1 + |u|γ), u ∈ R, γ > 0

and

f(u) =
u

(1 + |u|γ)
, u ∈ R, γ > 0.

4. Discussion and Examples

The solutions of nonlinear impulsive equations behave in peculiar ways and these
ways can be developed by means of different techniques incorporated in the method.
Linearized oscillation is one of them in which fixed point theory is a key. An attempt
was made here to establish the sufficient conditions with the fact that the solution
space of nonlinear equation is reducing to the solution space of its limiting equation.
But, we guess that under what condition the converse will be true. May be due to
our method, we could not view this technique for the critical points p(n) = 1,−1.
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We conclude this section with the following examples to illustrate our main results:
Example 4.1. For n > 2, consider

(E8)


∆2[u(n)− p(n)f(u(n− 1))] + q(n)h(u(n− 2)) = 0, n 6= 3j

∆[∆(u(mj − 1)− p(mj − 1)f(u(mj − 2)))]

+r(mj − 1)h(u(mj − 3)) = 0, j ∈ N,

where p(n) = −2 + e−(n+1), q(n) = 0.1 + e−(n
2+1), r(mj − 1) = 6(2 + cos(mj − 1)),

mj = 3j, j ∈ N, f(u) = u(1 + |u|) and h(u) = u. The limiting equation of (E8) is
given by

(E9)

{
∆2[y(n)− p0y(n− 1)] + q0y(n− 2) = 0, n 6= 3j

∆[∆(y(mj − 1)− p0y(mj − 2))] + r0y(mj − 3) = 0, j ∈ N,

where p0 = −2, q0 = 0.1, r0 = 6. Clearly, (E8) has no positive real roots in
[1− q0

r0
,∞) = [0.983,∞) and hence by Theorem 3.1, every solution of (E9) oscillates.

Let l1 = 5 and l2 = 2. We may note that (E8) has an oscillatory solution y(n) =
(0.967213)n(−1)i(3,n) due to Theorem 2.1.
Example 4.2. For n > 3, consider

(E10)


∆2[u(n)− p(n)f(u(n− 1))] + q(n)h(u(n− 3)) = 0, n 6= 3j

∆[∆(u(mj − 1)− p(mj − 1)f(u(mj − 2)))]

+r(mj − 1)h(u(mj − 4)) = 0, j ∈ N,

where p(n) = 1
2 (1 + 1

n ), q(n) = 6n3+16n2+10n+2
n(2n+2)(2n+4) , r(mj − 1) = 1

2 (4 + 1
2mj−2 −

1
2mj
−

1
2mj+4 −

1
2mj+6 ), mj = 3j, j ∈ N, f(u) = u and h(u) = u(1 + u2). The limiting

equation of (E10) is given by

(E11)

{
∆2[y(n)− p0y(n− 1)] + q0y(n− 3) = 0, n 6= 3j

∆[∆(y(mj − 1)− p0y(mj − 2))] + r0y(mj − 4) = 0, j ∈ N,

where p0 = 1
2 , q0 = 3

2 , r0 = 2. Clearly, (E11) has no positive real roots in [1 −
q0
r0
,∞) = [0.25,∞) and hence by Theorem 3.4, every solution of (E10) oscillates.

In particular, u(n) = (−1)n is an oscillatory solution of first equation of (E10). We
may note that the second equation of (E10) has a solution 2i(3,n). Let l1 = 3 and
l2 = 1, then by Theorem 2.4 every solution of (E11) oscillates.
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