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ABSTRACT 

A combination of wavelet transforms and contrast limited 

adaptive histogram equalization (CLAHE) techniques are 

used to efficiently enhance videos. The proposed technique 

handles the noises within video frames and enhances the 

resolution of the video. Lifting wavelet transform (LWT) and 

stationary wavelet transform (SWT) are applied to separate 

original frame into the low-frequency sub-bands, and the 

high-frequency sub-bands. Thereafter, we applied the 

interpolation to correct the coefficients of the high-frequency 

and the original frame separately. Next, Inverse Lifting 

wavelet transform (ILWT) is utilized for the integration of 

each all these enhanced sub-band. Finally, the CLAHE 

algorithm is applied to make the details of the frame more 

visible, and meaningful to generally improve the resolution of 

the video. The output video shows that the proposed technique 

enhances the quality of resolution videos under various 

environmental conditions, alleviates noises and avoids the 

over-enhancement problems.    

Keywords 
Video enhancement, Wavelet transforms, Interpolation, 

histogram equalization, CLAHE.  

1. Introduction: 

A digital video has become a vital part in our everyday life. It 

is familiar that video enhancement is considered as an active 

subject in computer vision. Over the last years, video 

enhancement has established much consideration. Ninety 

percent of all data volume on the internet is associated with a 

video or an image to enhance it [1-3]. Video enhancement is 

applied in many applications such as entrainment, healthcare, 

communication, medical imaging and surveillance [1-4].  

 

The need for an effective video enhancement system is 

demanded to deal with different environmental conditions.  

Most cameras performance was not persuaded with light 

circumstances. High lights (such as front lights of cars) leads 

to detail loss and low signal-to-noise image that restricts the 

information amount transfer to user interface. Although low 

light produces video images with noise, in typical cameras, 

the electronics are simple to match that, so it is now viable for 

digital enhancing considerations of the video before 

introducing the video to user interface, accordingly it increase 

the information production [4, 5]. 

There are many problems we might face when trying to 

enhance low-quality video including [1-5]: 

a) Low contrast: Moving objects could not be clearly 

extracted either from the dark background or when the 

colors of the extracted moving objects are in similar color 

with the background. 

b) The ratio of signal to noise is generally very low because 

of high ISO (number of sensors light sensitivity for 

particular camera). Utilizing high ISO yields digital 

images with visible noise. 

c) Maintenance should be performed for inter-frame 

coherence (e.g.in successive images, the region of moving 

objects could be modified smoothly. 

d) Any area of the low-quality image is very important, even 

if it is one pixel. 

 

While capturing video there are increasing defects, such as 

blocking, blur, contrast distortions, and noises. In addition, 

there are many problems that are difficult to control, such as 

the method of video capture is not professional, the unwanted 

environmental lightening, and the disadvantages of devices 

used etc. Therefore, proposing new techniques to enhance the 

video to improve the qualities of visual and video are needed 

specially with developing a novel enhancement technique for 

contrast that has the ability to avoid restrain noise and 

enhancement efficiently. Preserving edges is very important 

so as to magnify the resolved super image quality. 

 

An efficient technique at low contrast that deals with various 

types of videos is used to enhance the visual appearance of 

those videos and improve the automated video processing 

transform representation like; segmentation, recognition, 

detection, and analysis of video image.  

 

The aim of the paper is to propose a new resolution 

enhancement.  

In this paper, two kinds of wavelet transform are used: LWT 

and SWT. The LWT is applying the wavelet transform by 

utilizing instinctive sequences of wavelet for functional and 

numerical analysis. LWT decomposes any given frame in four 

sub-bands known as high-high (HH), high-low (HL), low-

high (LH), and low-low (LL). LWT has some advantages 

such as it holds both location information and frequency.SWT 

and LWT are symmetric [5, 6] but SWT does not cause a 

change in the frame size, so it is applied in the second step.   

 

The interpolation is a key step to improve the results from 

LWT and SWT and consequently enhancing the resolution of 

the video. Bi-cubic interpolation is used to calculate pixel 

value between 4x4 neighborhoods of data points.  

Here, the high-frequency sub-bands from LWT and SWT are 

given as the input to be interpolated by bi-cubic interpolation. 

At the same time, the input frame was interpolated separately 

to produce a smoothed version. The interpolated original 
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frame and modified interpolated high-frequency sub-bands are 

merged by using ILWT.  

 

Finally, the output produced by the inverse wavelet transform 

enhanced by CLAHE. CLAHE is the most common technique 

in image/video processing. So, it's very effective for dealing 

with interesting parts and makes it seem more visible [5]. The 

frame is decomposed into disjoint areas, and in each area local 

histogram equalization is applied. Therefore, this will 

eliminate the boundaries between the areas by using a bilinear 

interpolation. 

The rest of this paper is organized as follows: Sections 2 will 

discuss the related works. The proposed method is introduced 

in Section 3. Experimental results and discussions are 

presented in Section 4. Finally, Section 5 concludes this 

paper. 

2. Related Works: 

 

For the video enhancement problem, several techniques were 

proposed to manipulate different problems. Techniques of 

super resolution were introduced for video sequences as well 

as images. In this section, we will discuss the main related 

image enhancement techniques. 

Lidonget al. [5] suggested a method for image enhancement 

by combining discrete wavelet transform (DWT) with 

CLAHE. The image was divided as two components: low-

frequency and high-frequency by DWT then, applied the 

mean of weighted to the original and the reconstructed 

images. The experimentation results showed that the 

technique alleviated the over-enhancement problem, reduced 

noises in the image and gave high PSNR. However, the 

technique gave high mean square error value, and the running 

time was long.   

Anbarjafariet al. [7] presented a video enhancement method 

by employing an illumination compensation technique as pre-

processing and using SWT and DWT to extract the high-

frequency bands of the images and applying the Vandewalle 

technique. Then inverse discrete wavelet transform (IDWT) 

was utilized to merge three enhanced sub-bands. However, the 

method had shortcomings like giving high mean square error 

value. The rate-distortion performance was low. This 

technique did not preserve the edges perfectly, and the 

running time was long.  

Demirel and Anbarjafari[8] introduced a method employed 

dual-tree complex wavelet transform (DT-CWT) to separate 

the original image into various sub-bands. Then, bi-cubic 

interpolation was utilized to the six complex valued high-

frequency sub-bands images. Also, the original image was 

inserted in the same time. Lastly, inverse dual-tree complex 

wavelet transforms (IDT-CWT) combined all of these sub-

bands. The result was sharper and super-enhanced satellite 

images and gavethe high PSNR. However, the mean square 

error was high and the rate–distortion performance waslow. 

Vandewalle et al. [9] proposed super-resolution method using 

a series of low-resolution frames of the video for high-

resolution frames reconstruction. This method registered a 

group of low-frequency aliased images; therefore reconstruct 

the high-resolution image by using cubic interpolation. The 

method showed better results but gave high mean square error 

value.  Keren et al. [10] proposed a method to register the 

sequence of images captured from the camera with sub-pixel 

precision used in translation and rotation. The sub-pixel 

registration result improved the resolution and reduced the 

noise. The result was sharper and super-enhanced satellite 

images and gave the high PSNR. However, it gave high mean 

square error value.  Wang et al. [11] compared the image 

enhancement based on LWT and the tradition DWT through 

theory and experiment. The LWT produced a better 

enhancement effect but the noise was increased and it gave 

high mean square error value. 

The aforementioned techniques are good executed on some 

frames however; there are some of problems such as noise 

amplification and overstretching. Our goal of this research is 

to introduce a novel technique for enhancement, reduce noise 

and avoid over enhancement efficiently. 

In this paper, we propose an efficient technique to deal with 

various types of videos to enhance the visual appearance of 

those videos and improve the transform representation for 

automated video processing such as video image analysis, 

detection, recognition, and segmentation. 

3. The Proposed Method: 

In this part, the main steps of the proposed technique are 

presented. We convert the original video into a set of frames. 

LWT and SWT are utilized to decompose the frames. LWT 

decomposes the frame into high-frequency and low-frequency 

sub-bands. SWT is applied to keep the size of the frame 

without any change. Next, bi-cubic interpolation is used to 

interpolate the three high-frequency sub-bands that obtained 

from wavelet transform. The original frames are also 

interpolated separately. The following step is to apply ILWT 

to merge the interpolated high-frequency sub-bands with 

interpolated original frames to obtain a high-resolution output 

frame. Finally, the CLAHE algorithm is applied to enhance 

the behavior of the frame generally. The output-enhanced 

frames are again converted back to video format. The 

proposed method steps are shown in Figure 1. The proposed 

method is evaluated using many video quality estimations 

such as structural similarity index measure (SSIM), mean 

squared error (MSE), peak signal-to-noise ratio, and average 

running time.  
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Fig 1: Details of the Proposed System with Block Diagram 
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3.1 Video to Frame Conversion: 

The low-quality video was given as the input to enhance it. 

The original video is split into images (frames) using 

MATLAB code which converts a given video into its frames. 

Then, the images (frames) were transformed from RGB (three 

bands 24 bits/pixel) into grayscale (one band 8 bit/pixel). The 

input images (frames) are resized to the size 480x480 and the 

wavelet transform square is applied later. Square image size is 

needed (rows and columns should be equal). At the end, 

grayscale image (one band 8 bit/pixel) is converted from 

unsigned integer data type to double precision floating point.  

3.2 Wavelet Decomposition 

The LWT technique improves a given discrete wavelet 

transforms to obtain specific properties. Then, became an 

efficient technique to calculate any wavelet transforms. LWT 

is an efficient technique for video enhancement processing 

[11]. The advantages of LWT is the fast implementation of 

the wavelet transform and requiring simple Mathematical 

calculations the traditional methods that are based on discrete 

wavelet transform require complex Mathematical calculations 

and cost low of the  running time. 

 

In this paper, LWT was applied to determine the high-

frequency segments of the frame (LH, HL, and HH). We 

applied one level LWT to maintain the main details of the 

video frames. The information losses in LWT because the 

down-sampling is occurred in all sub-bands, so to avoid 

information losses, SWT is utilized. In brief, LWT is familiar 

to SWT but LWT reduces the image size using down-

sampling while SWT does not apply that. Therefore, the input 

frame will remain the same size until after decomposes to 

different sub-bands frame as shows in Figure 2. 

  

Fig2: An example of lifting wavelet decomposition (left) 

and stationary wavelet decomposition (right). 

3.3 Interpolation 

Interpolation is used discrete samples to estimate the values of 

a continuous function. There are many of the interpolation 

applications such as image reduction or magnification, sub-

pixel frame to edit spatial distortions, frame enhancement, and 

frame decompression. The interpolation techniques include 

the bilinear, the nearest neighbor, and the cubic convolution. 

The cubic convolution interpolation is used mostly in the 

image processing field to supply a reconstruction of a 

continuous function [12].  

Cubic convolution interpolation in one dimension calculates 

the output gray level value from input coordinates by using 

the weighted average of the 4 closest pixels. Bi-cubic 

interpolation is the cubic convolution interpolation in two 

dimensions that calculates the output coordinates value by 

taking the average weight of the 16 closest pixels of the gray 

level value. Bilinear interpolation is generated a less quality 

output frame than the one generated by bi-cubic interpolation. 

The nearest neighbor interpolation has the disjointed 

appearance that is opposite what happening by bi-cubic 

interpolation [12, 13].   

The one-dimension and two-dimension cubic convolution 

interpolation are explained in Figure 3. 

 

 

 

 

 

 

 

 

Fig3: The grid points needed for one-dimension cubic convolution interpolation and bi-cubic interpolation. 
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The three LWT high-frequency sub-bands for a given frame 

are given as input to be interpolated by bi-cubic interpolation. 

These high-frequency sub-bands are first resized to return it to 

the same frame size. As the LWT reduces the image size 

(down-sampling) during its processing. The high-frequency 

sub-bands acquired by SWT are also interpolated in order to 

modify the evaluated coefficients. Then, the result from these 

operations on LWT and SWT can be added to each other. In 

the same time, the original frame is interpolated. The original 

frame low-resolution is in the low-frequency sub-band. And 

then, instead of utilizing the low-frequency sub-band, we used 

the input frame to interpolate the low-frequency sub-band 

frame. Using input frame instead of the low-frequency sub-

band improves the video and image quality [14] shows in 

Figure 4.  

 

Fig 4: bi-cubic interpolation. 

3.4 Inverse Wavelet Transform 

Lastly, we used the ILWT to merge the interpolated high-

frequency sub-bands and interpolated original frame to obtain 

in the final to a high-resolution output frame. The high-

resolution output frame will have sharper edges more than the 

interpolated frame gained by interpolation straight of the 

original frame. This means, the detached high-frequency 

components interpolation in high-frequency sub-bands frame 

and utilizing the rectification is acquired by adding the result 

of interpolated high-frequency components sub-bands of 

LWT and SWT with the interpolated input frame. We keep 

more high-frequency components after applying the 

interpolation more than just the interpolated frame gained 

from interpolation straight of the input frame shows in Figure 

5. 

 

Fig 5: Inverse Lifting wavelets transform (ILWT). 

3.5 CLAHE Enhancement: 

The classical histogram equalization (HE) can display the 

intensities efficiently, but HE may be caused over 

enhancement. If there are high peaks in the histogram, the 

output image will have noise and disruption [5]. 

To overcome these defects, The CLAHE [6] is a HE-based 

image enhancement technique that divided the frame into 

series of sub-bands and non-overlapped, then improves all 

sub-bands separately and employs an interpolation step to 

minimize the block artifacts. The output which produced of 

the inverse wavelet transformed will be enhancing CLAHE. 

 

CLAHE is an efficient algorithm to improve the local details 

of the frame. CLAHE is one of the most common techniques 

in video/image processing because it's very efficient for 

dealing with interesting parts and make it seems more visible. 

The frame is decomposed into disjoint areas, and in each area 

is applied local histogram equalization. Therefore, this will 

eliminate the boundaries between the areas by using a bilinear 

interpolation [6]. 

 

The technique major goal is the point transformation detection 

interior of local large window assuming the intensity value 

interior. It is the local distribution representation stoical of the 

total frame intensity value. Using the intensity gradual 

variation between the edges and image centers leads to make 

the local window unaffected. The distribution of point 

transformation is centralized on the window average intensity 

and the point transformation distribution covers the entire 

frame intensity range [14]. 

As an output of this adaptive histogram equalization, the dark 

region in the input frame that was poor illumination will 

become good illumination it is brighter in the output frame, 

even bright region that was good illumination keeps or 

decreases it. So, total frame illumination remains the 

equivalent shows in Figure 6. 
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Fig 6: The output frame 

4. Experimental Results 

 

4.1 Evaluation Metrics: 

MSE 

MSE measures the difference between pixels of the original 

image y and the enhanced images x without considering the 

correlation between the neighboring pixels. MSE between 

these two images is defined as: 

 

    
 

 
∑    

 
       

                  (1) 

Where N is the total number of pixels, and   and   are the 

values of the i-th pixels in x and y, respectively.  

PSNR 

PSNR is the most used to measure the quality of a video, 

image and sound files in dB (decibels). 

  

              
      

   
      (2) 

SSIM 

SSIM is a measure that calculates the quality of the image. 

The SSIM requires two frames from the same video capture 

an original frame and an enhanced frame. The enhanced frame 

is usually compressed. In generally, SSIM measures the 

difference between two identical frames. SSIM unlike PSNR, 

SSIM is based on visible structures in the frame while PSNR 

isn't considered as indicator of frame quality degradation. 

4.2 Results and Discussion: 

Intel ® core™ i5 M 460 @ 2.53GHz RAM 4.00 GB 1366 *768(32bit) (60Hz) Generic PnP Monitor The proposed technique is 

evaluated using a dataset of eight video sequences [15], namely "Mother daughter", "Akiyo", "Foreman", "Container", "Bowing", 

"Coastguard", "Pamphlet", and "Silent". For each video, the numbers of frames are 300 frames, the length of each is 10 seconds, with a 

size of 1.08 MB and its format is AVI. The low-resolution video sequences have the size of 128 × 128. 

Our experimentations are implemented using MATLAB version 2012, running on. 

 

The proposed technique is compared to some of the various enhancement techniques such as Vandewalle et al. [9] which examined a 

frequency domain technique to registers a group of low-frequency aliased images, Therefore, it reconstructs the high-resolution image. 

Keren et al. [10] proposed an approach to register the sequence of images captured from the camera, and Anbarjafariet al. [7] applied 

an illumination compensation technique then a registration step and using DWT, SWT, and the Vandewalle technique on the output. 

Finally, all these sub-bands have been collected using IDWT. 

Table 1: The PSNR of the proposed method compared to various enhancement techniques on the same dataset. 

psnr (db) value for different sequences resolution enhancement technique 

"container" "foreman" "akiyo" 
"mother 

daughter" 
reconstruction Method 

24.1 27.99 28.46 25.30 Interpolation 

Vandewalle [9] 

25.2 31.18 32.05 27.88 Iterated Back Projection 

24.47 30.26 31.6 26.98 Robust SR 

26.39 33.47 32.99 28.96 
Structure Adaptive 

Normalized Convolution 

26.16 33.26 32.98 28.64 
Structure Adaptive 

Normalized Convolution 
Keren [10] 

33.19 38.90 38.44 34.18 
DWT and SWT-based 

resolution enhancement 

with illumination 

compensation 

Gholamreza [7] 

37.26 43.56 42.96 35.64 
The proposed technique LWT and SWT-based 

resolution enhancement with CLAHE algorithm 
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Table2 shows the average PSNR values compared to other enhancement techniques for the video. As noticed the proposed technique is 

better than different other techniques because the average PSNR has high value than other values. 

 

Table 3: The average performance of the proposed method using PSNR, mean square error, average running time and SSIM 

on 8 videos 

 

 

Table 3 shows the average of performance values such PSNR, mean square error, average running time and SSIM for eight video 

sequences [15] namely "Akiyo", "Mother daughter", "Foreman", "Container", "Bowing", "Coastguard", "Pamphlet", and "Silent". 

Figures 8–15 show frames that are selected randomly from "Akiyo", "Mother daughter", "Foreman", "Container" ,"Bowing", 

"Coastguard", "Pamphlet", and "Silent" videos for the visual analysis. 

 

 Input frame output frame 

Fig8: Akiyo 

  

Frame:1 

  

Fig 9: Mother 

daughter 

 

  

the average of 

performance 

values 

mother 

daughter 
akiyo foreman container bowing coastguard pamphlet silent 

PSNR 35.64 42.96 43.56 37.26 30.17 41.56 42.21 44.72 

MSE 0.0030 0.0017 0.0025 0.0003 0.0412 0.0011 0.0036 0.0005 

Time 0.00162 0.0027 0.00032 .00543 0.0036 0.0007 0.0002 .0004 

SSIM 

 
0.367 0.367 0.367 0.367 0.366 0.252 0.242 0.273 
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Frame: 1 

 

  

Fig 10: Forman 

 

  

Frame: 1 

 

  

Fig 11: 

Container 

 

  

Frame: 1 

 

  

Fig 12: Bowing 

 

  

Frame: 1 
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Fig 13: 

Coastguard 

 

  

Frame: 1 

 

  

Fig 14: 

Pamphlet 

 

  

Frame: 1 

 

  

Fig 15: 

Silent 

 

  

Frame: 1 

 

  
 

As we noted from figures 8:15the noise is enhanced by the 

proposed technique and became more specific and clear. This 

occurs as the proposed technique enhances only the low-

frequency segment and makes no changes to the high-

frequency component that includes most of the original image 

noise. It is observed that some bright parts details of enhanced 

images using CLAHE are lost due to over enhancement that is 

improved in our technique as we showed in the figures. 

 

6. Conclusion and Future Work 

In this work, we proposed a novel video enhancement 

technique that generates sharper and the high-resolution video 

frames. The proposed technique used the LWT with SWT and 

CLAHE. The LWT and SWT decompose the input frame into 

low-frequency and high-frequency components. The high-
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frequency sub-bands obtained by LWT and the high-

frequency sub-bands obtained by SWT have been interpolated 

by bi-cubic interpolation. At the same time, the original frame 

is also interpolated. Afterward, all these frames have been 

combined using ILWT to obtain super-resolution video 

frames. Lastly, we applied CLAHE to enhance the quality of 

the video generally. The proposed technique has been tested 

on low-resolution videos, where their PSNR and visual results 

show the superiority of proposed technique over the 

conventional video enhancement techniques. The 

experimental results show the better performance of the 

proposed technique, which reduces the time-consuming and 

can alleviate noises and over-enhancement problem. The 

future work includes applying the proposed method on 

medical images in order to improve its resolution and 

facilitate the diseases diagnosis. 
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