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#### Abstract

This work is concerned with an impulsive boundary value problem for second order differential equations with real parameter. Our approach is based on the implicit function theorem to prove existence of a unique branches of solutions, moreover we use bifurcation Krasnosel'ski theorems to prove existence of multiple branches of solutions depending on the values of the real parameter.


## 1. Introduction

Recently, the theory of Impulsive differential equations was distinguishing as an important area of investigation among several theories, since such equations arise in many mathematical models of real processes and phenomena studied in applied sciences, see for instance $[5],[8],[10],[13],[23],[29]$ and references therein. Many problems were investigated for impulsive differential equations and among of them are interested by the study of the existence of solutions for boundary value problems of second order impulsive differential equations by using different methods; upper and lower solutions ([14], [15]), the topological degree theory ([16], [28]) and variational methods ([27], [30]).
As we know, the bifurcation technique is of great importance in the qualitative theory of differential equations (see [6], [7], [21] - [24]). In the case of impulsive differential equations the works $[2]-[4],[17]-[22]$ and $[26]$ have studied the problem of bifurcation analysis.
Liu and O'Regan [17] established some important results, they applied the Rabinowitztype global bifurcation theorems ([24], [25]) from the trivial solution and infinity to show the existence of multiple solutions for second order impulsive differential equation. In [26], Wang and Yan studied the existence of multiple solutions for the second order impulsive differential equation. They used the properties of the eigenvalues and eigenfunctions to prove two Rabinowitz-type global bifurcation theorems. In [18], Ma. et al. showed the existence of sign-changing solutions of the problem of [17] by global bifurcation techniques.

[^0]A recent work on bifurcation for impulsive differential equations by Niu and Yan in [22] considered the following impulsive boundary value problem

$$
\begin{aligned}
& (I)\left\{\begin{array}{l}
-x^{\prime \prime}(t)+f(t, x(t))=\lambda a x(t), \quad t \in(0,1), \quad t \neq \frac{1}{2} \\
\left.\Delta x\right|_{t=\frac{1}{2}}=\beta_{1} x\left(\frac{1}{2}\right) \\
\left.\Delta x^{\prime}\right|_{t=\frac{1}{2}}=-\beta_{2} x^{\prime}\left(\frac{1}{2}\right), \\
x(0)=x(1)=0
\end{array}\right. \\
& (I I)\left\{\begin{array}{l}
u^{\prime \prime}(t)=\lambda f\left(t, u(t), u^{\prime}(t)\right), \quad t \in(0,1), \quad t \neq t_{k} \\
\Delta u\left(t_{k}\right)=\eta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right), \quad k=1, \ldots, r \\
\Delta u^{\prime}\left(t_{k}\right)=\theta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right) \\
u(0)=u(1)=0
\end{array}\right.
\end{aligned}
$$

We have studied the existence of multiple solutions for the relative nonlinear second order impulsive differential equations by Krasnosel'ski bifurcation theory. In this work we investigate the existence of solutions of the following impulsive boundary value problem

$$
\begin{align*}
u^{\prime \prime}(t) & =f\left(t, u(t), u^{\prime}(t), \lambda\right), \quad t \in(0,1), \quad t \neq t_{k}  \tag{1}\\
\Delta u\left(t_{k}\right) & =\eta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right), \quad k=1, \ldots, r  \tag{2}\\
\Delta u^{\prime}\left(t_{k}\right) & =\theta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right)  \tag{3}\\
u(0) & =u(1)=0 \tag{4}
\end{align*}
$$

where $r \in \mathbb{N}^{*}=\mathbb{N} \backslash\{0\}, \Delta u\left(t_{k}\right)=u\left(t_{k}^{+}\right)-u\left(t_{k}\right), \Delta u^{\prime}\left(t_{k}\right)=u^{\prime}\left(t_{k}^{+}\right)-u^{\prime}\left(t_{k}^{-}\right)$, $0=t_{0}<t_{1}<t_{2}<\ldots<t_{r}<t_{r+1}=1, \lambda \in \mathbb{R}$, the functions $f: I^{\prime} \times \mathbb{R}^{3} \longrightarrow \mathbb{R}$ is smooth enough, $\eta_{k} \in C^{1}\left(\mathbb{R}^{3}, \mathbb{R}\right)$ and $\theta_{k} \in C^{1}\left(\mathbb{R}^{3}, \mathbb{R}\right)$ with $I^{\prime}:=I-\left\{t_{k}\right\}_{k=1}^{r}$.

## 2. Preliminaries

In this section, we give some definitions and preliminary results to be used in the coming sections of this work. For $i \geq 0$, let

$$
\begin{aligned}
P C^{i}(I):= & \left\{u \in C^{i}\left(I^{\prime}, \mathbb{R}\right) / u^{(j)} \text { is left continuous at } t_{k},\right. \text { and } \\
& \left.u^{(j)}\left(t_{k}^{+}\right) \text {exist for all } k, j ; 0 \leq k \leq r, 0 \leq j \leq i\right\} .
\end{aligned}
$$

$\left(P C^{i}(I),\|\cdot\|_{i}\right)$ is a Banach space with the norm $\|w\|_{i}=\max \left(\|w\|_{0},\left\|w^{\prime}\right\|_{0}, \ldots,\left\|w^{(i)}\right\|_{0}\right)$, where
$\|w\|_{0}=\sup \{|w(t)|, t \in I\} \quad$ for $w \in P C^{0}(I)$.
Let $\mathfrak{L}\left(P C^{i}(I)\right)$ be the Banach space of bounded linear operators on $P C^{i}(I)$ endowed by the norm
$\|L\|_{\mathfrak{L}\left(P C^{i}(I)\right)}=\sup _{\|x\| \leq 1}\|L x\|_{i}$, where $x \in P C^{i}(I)$ and $L \in \mathfrak{L}\left(P C^{i}(I)\right)$.
Definition 1 A pair $(u, \lambda)$ is called a solution of $(1)-(4)$ if it satisfies $(1)-(4)$.
Remark 1 If $(0, \lambda)$ is a solution of $(1)-(4)$, it is called a trivial solution of $(1)-(4)$.

Lemma $1([3])(u, \lambda) \in P C^{2}(I) \times \mathbb{R}$ is a solution of (1) - (4) if and only if $(u, \lambda) \in P C^{1}(I) \times \mathbb{R}$ and it satisfies the following equation

$$
\begin{aligned}
u(t) & =\int_{0}^{1} G(t, s) f\left(s, u(s), u^{\prime}(s), \lambda\right) \mathrm{d} s \\
& +\sum_{0<t_{k}<t}\left[\eta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right)+\theta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right)\left(t-t_{k}\right)\right] \\
& -t \sum_{k=1}^{r}\left[\eta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right)+\theta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right)\left(1-t_{k}\right)\right], \quad \forall t \in I
\end{aligned}
$$

where $G$ is defined by

$$
G(t, s)=t s-\min (t, s), \quad(t, s) \in[0,1]^{2} .
$$

Let $X$ be a Banach space normed by $\|\cdot\|_{X}$ and consider the following equation

$$
\begin{equation*}
u-\lambda A u+N(u, \lambda)=0 \tag{5}
\end{equation*}
$$

where $u \in X, A: X \rightarrow X$ is a linear compact operator, and $N: X \times \mathbb{R} \rightarrow X$ is a continuous mapping satisfying
$(H 1) \quad N(u, \lambda)=\circ\left(\|u\|_{X}\right)$.
The trivial solution of $(1)-(4)$ is a solution of (5).
Remark 2 The bifurcation problem of (5) is to obtain a nontrivial solution $\left(u_{\lambda}, \lambda\right) \neq$ $\left(0, \lambda^{\star}\right)$ of (5) from some point $\left(0, \lambda^{\star}\right)$ such that $u_{\lambda} \rightarrow 0 \quad$ as $\quad \lambda \rightarrow \lambda^{\star}$.

The following theorems will be used to obtain bifurcation of branches of solutions of $(1)-(4)$.

Theorem 1 ([21, Krasnosel'ski Theorem]) Under hypothesis (H1), if $\mu \in \mathbb{R}^{*}=$ $\mathbb{R} \backslash\{0\}$ is an eigenvalue of A with odd algebraic multiplicity $m \geq 1$, then $\left(0, \mu^{-1}\right)$ is a bifurcation point of (5).

Theorem 2 ([21, Theorem 1.11]) If $\mu \in \mathbb{R}^{*}$ is a simple eigenvalue of $\mathrm{A}(m=1)$, then it bifurcates from $\left(0, \mu^{-1}\right)$ exactly two branches $\Gamma_{1}$ and $\Gamma_{2}$ of solutions of (5).

Define a linear operator $L$ on $P C^{2}(I)$ by

$$
D(L):=\left\{u \in P C^{2}(I) ; u(0)=u(1)=0\right\}, \quad(L v)(t)=v^{\prime \prime}(t), \quad v \in D(L)
$$

Then, we have.
Proposition 1 ([3]) The operator $L$ is invertible and $L^{-1}: P C^{0}(I) \rightarrow P C^{2}(I)$ is given by $\left(L^{-1} v\right)(t)=\int_{0}^{1} G(t, s) v(s) d s$.
Let $F$ be the Nemitskii operator corresponding to $f$, then $F: P C^{1}(I) \times \mathbb{R} \rightarrow P C^{0}(I)$ such that
$F(u, \lambda)(t):=f\left(t, u(t), u^{\prime}(t), \lambda\right), \quad t \in I$.
Let $\Phi: P C^{2}(I) \times \mathbb{R} \rightarrow P C^{2}(I)$ be defined by

$$
\begin{aligned}
\Phi(u, \lambda)(t) & =\sum_{0<t_{k}<t}\left[\eta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right)+\theta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right)\left(t-t_{k}\right)\right] \\
& -t \sum_{k=1}^{r}\left[\eta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right)+\theta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right)\left(1-t_{k}\right)\right] .
\end{aligned}
$$

and $H: P C^{2}(I) \times \mathbb{R} \rightarrow P C^{2}(I)$ such that

$$
H(u, \lambda):=L^{-1} F J(u, \lambda)+\Phi(u, \lambda)
$$

where $J$ is the compact imbedding defined by $J: P C^{2}(I) \times \mathbb{R} \longrightarrow P C^{1}(I) \times \mathbb{R}$ with $J(u, \lambda)=(u, \lambda)$.
Then $L^{-1}[F(J(u, \lambda))](t)=\int_{0}^{1} G(t, s) f\left(s, u(s), u^{\prime}(s), \lambda\right) \mathrm{d} s$.
Lemma 2 ([3]) The operators $\Phi$ and $H$ are compact.
Lemma $3([3])(u, \lambda) \in P C^{2}(I) \times \mathbb{R}$ is a solution of (1) - (4) if and only if $H(u, \lambda)=u$.

For fixed $\lambda \in \mathbb{R}, \frac{\partial H}{\partial u}(., \lambda): P C^{2}(I) \rightarrow \mathfrak{L}\left(P C^{2}(I)\right)$ and $\frac{\partial H}{\partial u}(u, \lambda) \cdot \varphi=\frac{\partial\left(L^{-1} F J\right)}{\partial u}(u, \lambda) \cdot \varphi+$ $\frac{\partial \Phi}{\partial u}(u, \lambda) \cdot \varphi$, where $\varphi \in P C^{2}(I)$.
We have

$$
\frac{\partial\left(L^{-1} F J\right)}{\partial u}(u, \lambda) \cdot \varphi=\int_{0}^{1} G(t, s)\left[\frac{\partial f}{\partial x}\left(s, u(s), u^{\prime}(s), \lambda\right) \varphi(s)+\frac{\partial f}{\partial y}\left(s, u(s), u^{\prime}(s), \lambda\right) \varphi^{\prime}(s)\right] \mathrm{d} s
$$

and

$$
\begin{aligned}
\frac{\partial \Phi}{\partial u}(u, \lambda) \cdot \varphi= & \sum_{0<t_{k}<t}\left[\left(\frac{\partial \eta_{k}}{\partial x}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right) \varphi\left(t_{k}\right)+\frac{\partial \eta_{k}}{\partial y}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right) \varphi^{\prime}\left(t_{k}\right)\right)\right. \\
& \left.+\left(\frac{\partial \theta_{k}}{\partial x}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right) \varphi\left(t_{k}\right)+\frac{\partial \theta_{k}}{\partial y}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right) \varphi^{\prime}\left(t_{k}\right)\right)\left(t-t_{k}\right)\right] \\
& -t \sum_{k=1}^{r}\left[\left(\frac{\partial \eta_{k}}{\partial x}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right) \varphi\left(t_{k}\right)+\frac{\partial \eta_{k}}{\partial y}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right) \varphi^{\prime}\left(t_{k}\right)\right)\right. \\
& \left.+\left(\frac{\partial \theta_{k}}{\partial x}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right) \varphi\left(t_{k}\right)+\frac{\partial \theta_{k}}{\partial y}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right) \varphi^{\prime}\left(t_{k}\right)\right)\left(1-t_{k}\right)\right]
\end{aligned}
$$

Moreover

$$
\begin{aligned}
\left\|\frac{\partial \Phi}{\partial u}(u, \lambda)\right\|_{\mathfrak{L}\left(P C^{2}(I)\right)}= & \sup _{\|\varphi\|_{2} \leq 1}\left\|\frac{\partial \Phi}{\partial u}(u, \lambda) \cdot \varphi\right\|_{2} \\
\leq & 2 \sum_{k=1}^{r}\left[\left|\frac{\partial \eta_{k}}{\partial x}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right)\right|+\left|\frac{\partial \eta_{k}}{\partial y}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right)\right|\right. \\
& \left.+\left|\frac{\partial \theta_{k}}{\partial x}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right)\right|+\left|\frac{\partial \theta_{k}}{\partial y}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right)\right|\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|\frac{\partial\left(L^{-1} F J\right)}{\partial u}(u, \lambda)\right\|_{\mathfrak{L}\left(P C^{2}(I)\right)} & =\sup _{\|\varphi\|_{2} \leq 1}\left\|\frac{\partial\left(L^{-1} F J\right)}{\partial u}(u, \lambda)\right\|_{2} \\
& \leq \int_{0}^{1}\|G\|_{L_{\infty}}\left[\left|\frac{\partial f}{\partial x}\left(s, u(s), u^{\prime}(s), \lambda\right)\right|+\left|\frac{\partial f}{\partial y}\left(s, u(s), u^{\prime}(s), \lambda\right)\right|\right] \mathrm{d} s
\end{aligned}
$$

Hence

$$
\begin{aligned}
\left\|\frac{\partial H}{\partial u}(u, \lambda)\right\|_{\mathfrak{L}\left(P C^{2}(I)\right)} \leq & \left\|\frac{\partial\left(L^{-1} F J\right)}{\partial u}(u, \lambda)\right\|_{\mathfrak{L}\left(P C^{2}(I)\right)}+\left\|\frac{\partial \Phi}{\partial u}(u, \lambda)\right\|_{\mathfrak{L}\left(P C^{2}(I)\right)} \\
\leq & \int_{0}^{1}\|G\|_{L_{\infty}}\left[\left|\frac{\partial f}{\partial x}\left(s, u(s), u^{\prime}(s), \lambda\right)\right|+\left|\frac{\partial f}{\partial y}\left(s, u(s), u^{\prime}(s), \lambda\right)\right|\right] \mathrm{d} s \\
& +2 \sum_{k=1}^{r}\left[\left|\frac{\partial \eta_{k}}{\partial x}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right)\right|+\left|\frac{\partial \eta_{k}}{\partial y}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right)\right|\right. \\
& \left.+\left|\frac{\partial \theta_{k}}{\partial x}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right)\right|+\left|\frac{\partial \theta_{k}}{\partial y}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right)\right|\right]
\end{aligned}
$$

## 3. Main Results

Let the following hypotheses be satisfied
(H2) $f\left(t, 0,0, \lambda^{\star}\right)=0, \quad \forall t \in I$, for some $\lambda^{\star} \in \mathbb{R}$,
(H3) $\eta_{k}\left(0,0, \lambda^{\star}\right)=0$, for some $\lambda^{\star} \in \mathbb{R}$,
(H4) $\theta_{k}\left(0,0, \lambda^{\star}\right)=0$, for some $\lambda^{\star} \in \mathbb{R}$.
Let

$$
\begin{equation*}
\psi(u, \lambda)=u-H(u, \lambda) \tag{6}
\end{equation*}
$$

From (H2), (H3) and (H4) we have $H\left(0, \lambda^{\star}\right)=0$, then $\psi\left(0, \lambda^{\star}\right)=0$ and $\frac{\partial \psi}{\partial u}\left(0, \lambda^{\star}\right)=$ $I-\frac{\partial H}{\partial u}\left(0, \lambda^{\star}\right)$.
We have the following results.
Theorem 3 If $I-\frac{\partial H}{\partial u}\left(0, \lambda^{\star}\right)$ is invertible and the hypotheses (H2) - (H4) are satisfied, then there exists $\delta>0$ such that for $\left|\lambda-\lambda^{\star}\right|<\delta$, the problem (1) - (4) has a unique solution $(u, \lambda)$.

Proof. The existence of a nontrivial solution of the problem (1) - (4) is equivalent to the existence of $u \in P C^{2}(I)$ and $\lambda \in \mathbb{R}$ such that $\psi(u, \lambda)=0$. Since $\psi\left(0, \lambda^{\star}\right)=0$, and $\frac{\partial \psi}{\partial u}\left(0, \lambda^{\star}\right)=I-\frac{\partial H}{\partial u}\left(0, \lambda^{\star}\right)$ is invertible operator, then the implicit function theorem implies that there exists $\delta>0$ such that for $\left|\lambda-\lambda^{\star}\right|<\delta$, the problem $(1)-(4)$ has a unique solution $(u, \lambda)$.

Lemma 4 If $\left\|\frac{\partial H}{\partial u}\left(0, \lambda^{\star}\right)\right\|_{\mathfrak{L}\left(P C^{2}(I)\right)}<1$, then $\frac{\partial \psi}{\partial u}\left(0, \lambda^{\star}\right)=I-\frac{\partial H}{\partial u}\left(0, \lambda^{\star}\right)$ is invertible.

Corollary 1 If $\left\|\frac{\partial H}{\partial u}\left(0, \lambda^{\star}\right)\right\|_{\mathfrak{L}\left(P C^{2}(I)\right)}<1$ and hypotheses $(\mathrm{H} 2)-(\mathrm{H} 4)$ are satisfied, then there exists $\delta>0$ such that for $\left|\lambda-\lambda^{\star}\right|<\delta$, the problem (1) - (4) has a unique solution $(u, \lambda)$.

## Corollary 2 If

$$
\begin{gathered}
\int_{0}^{1}\|G\|_{L_{\infty}}\left[\left|\frac{\partial f}{\partial x}\left(s, 0,0, \lambda^{\star}\right)\right|+\left|\frac{\partial f}{\partial y}\left(s, 0,0, \lambda^{\star}\right)\right|\right] \mathrm{d} s \\
+2 \sum_{k=1}^{r}\left[\left|\frac{\partial \eta_{k}}{\partial x}\left(0,0, \lambda^{\star}\right)\right|+\left|\frac{\partial \eta_{k}}{\partial y}\left(0,0, \lambda^{\star}\right)\right|+\left|\frac{\partial \theta_{k}}{\partial x}\left(0,0, \lambda^{\star}\right)\right|+\left|\frac{\partial \theta_{k}}{\partial y}\left(0,0, \lambda^{\star}\right)\right|\right]<1
\end{gathered}
$$

and the hypotheses (H2) - (H4) are satisfied, then there exists $\delta>0$ such that for $\left|\lambda-\lambda^{\star}\right|<\delta$, the problem (1) - (4) has a unique solution $(u, \lambda)$.

If the operator $I-\frac{\partial H}{\partial u}(0, \lambda)$ is not invertible, we investigate the existence of bifurcated solutions.
We have $N(u, \lambda)=\lambda A u-H(u, \lambda)$. If $\left(D_{u} N(0, \lambda)\right) \varphi(t)=0$, we have

$$
\begin{aligned}
A \varphi(t) & =\frac{1}{\lambda}\left[\int_{0}^{1} G(t, s)\left(\frac{\partial f}{\partial x}(s, 0,0, \lambda) \varphi(s)+\frac{\partial f}{\partial y}(s, 0,0, \lambda) \varphi^{\prime}(s)\right) d s\right. \\
& +\sum_{0<t_{k}<t}\left(\frac{\partial \eta_{k}}{\partial x}(0,0, \lambda) \varphi\left(t_{k}\right)+\frac{\partial \eta_{k}}{\partial y}(0,0, \lambda) \varphi^{\prime}\left(t_{k}\right)\right) \\
& +\sum_{0<t_{k}<t}\left(\frac{\partial \theta_{k}}{\partial x}(0,0, \lambda) \varphi\left(t_{k}\right)+\frac{\partial \theta_{k}}{\partial y}(0,0, \lambda) \varphi^{\prime}\left(t_{k}\right)\right)\left(t-t_{k}\right) \\
& -t \sum_{k=1}^{r}\left(\frac{\partial \eta_{k}}{\partial x}(0,0, \lambda) \varphi\left(t_{k}\right)+\frac{\partial \eta_{k}}{\partial y}(0,0, \lambda) \varphi^{\prime}\left(t_{k}\right)\right) \\
& \left.-t \sum_{k=1}^{r}\left(\frac{\partial \theta_{k}}{\partial x}(0,0, \lambda) \varphi\left(t_{k}\right)+\frac{\partial \theta_{k}}{\partial y}(0,0, \lambda) \varphi^{\prime}\left(t_{k}\right)\right)\left(1-t_{k}\right)\right]:=A(\lambda) \varphi(t)
\end{aligned}
$$

Then $\psi(u, \lambda)=u-\lambda A(\lambda) u+N(u, \lambda)=0$. So, Krasnosel'ski theorem is not applicable, then we put additional hypotheses as follow
(H5) $\eta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right)=\lambda \eta_{k}^{1}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right)\right)$,
(H6) $\theta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right), \lambda\right)=\lambda \theta_{k}^{1}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right)\right)$.
Let $A^{1}: P C^{2}(I) \rightarrow P C^{2}(I)$ be the linear compact operator given by

$$
\begin{aligned}
A^{1} \varphi(t) & :=\sum_{0<t_{k}<t}\left(\frac{\partial \eta_{k}^{1}}{\partial x}(0,0) \varphi\left(t_{k}\right)+\frac{\partial \eta_{k}^{1}}{\partial y}(0,0) \varphi^{\prime}\left(t_{k}\right)\right) \\
& +\sum_{0<t_{k}<t}\left(\frac{\partial \theta_{k}^{1}}{\partial x}(0,0) \varphi\left(t_{k}\right)+\frac{\partial \theta_{k}^{1}}{\partial y}(0,0) \varphi^{\prime}\left(t_{k}\right)\right)\left(t-t_{k}\right) \\
& -t \sum_{k=1}^{r}\left(\frac{\partial \eta_{k}^{1}}{\partial x}(0,0) \varphi\left(t_{k}\right)+\frac{\partial \eta_{k}^{1}}{\partial y}(0,0) \varphi^{\prime}\left(t_{k}\right)\right) \\
& -t \sum_{k=1}^{r}\left(\frac{\partial \theta_{k}^{1}}{\partial x}(0,0) \varphi\left(t_{k}\right)+\frac{\partial \theta_{k}^{1}}{\partial y}(0,0) \varphi^{\prime}\left(t_{k}\right)\right)\left(1-t_{k}\right)
\end{aligned}
$$

We have $\psi(u, \lambda)=u-\lambda A^{1} u+N(u, \lambda)=0$, where $N(u, \lambda):=\lambda A^{1} u-H(u, \lambda)$. Then

$$
\begin{aligned}
\left(D_{u} N(0, \lambda)\right) \varphi(t) & =\lambda A^{1} \varphi(t)-\frac{\partial H}{\partial u}(0, \lambda) \varphi(t) \\
& =\lambda \sum_{0<t_{k}<t}\left(\frac{\partial \eta_{k}^{1}}{\partial x}(0,0) \varphi\left(t_{k}\right)+\frac{\partial \eta_{k}^{1}}{\partial y}(0,0) \varphi^{\prime}\left(t_{k}\right)\right) \\
& +\lambda \sum_{0<t_{k}<t}\left(\frac{\partial \theta_{k}^{1}}{\partial x}(0,0) \varphi\left(t_{k}\right)+\frac{\partial \theta_{k}^{1}}{\partial y}(0,0) \varphi^{\prime}\left(t_{k}\right)\right)\left(t-t_{k}\right) \\
& -\lambda t \sum_{k=1}^{r}\left(\frac{\partial \eta_{k}^{1}}{\partial x}(0,0) \varphi\left(t_{k}\right)+\frac{\partial \eta_{k}^{1}}{\partial y}(0,0) \varphi^{\prime}\left(t_{k}\right)\right) \\
& -\lambda t \sum_{k=1}^{r}\left(\frac{\partial \theta_{k}^{1}}{\partial x}(0,0) \varphi\left(t_{k}\right)+\frac{\partial \theta_{k}^{1}}{\partial y}(0,0) \varphi^{\prime}\left(t_{k}\right)\right)\left(1-t_{k}\right) \\
& -\int_{0}^{1} G(t, s)\left(\frac{\partial f}{\partial x}(s, 0,0, \lambda) \varphi(s)+\frac{\partial f}{\partial y}(s, 0,0, \lambda) \varphi^{\prime}(s)\right) d s \\
& -\lambda \sum_{0<t_{k}<t}\left(\frac{\partial \eta_{k}^{1}}{\partial x}(0,0) \varphi\left(t_{k}\right)+\frac{\partial \eta_{k}^{1}}{\partial y}(0,0) \varphi^{\prime}\left(t_{k}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& -\lambda \sum_{0<t_{k}<t}\left(\frac{\partial \theta_{k}^{1}}{\partial x}(0,0) \varphi\left(t_{k}\right)+\frac{\partial \theta_{k}^{1}}{\partial y}(0,0) \varphi^{\prime}\left(t_{k}\right)\right)\left(t-t_{k}\right) \\
& +\lambda t \sum_{k=1}^{r}\left(\frac{\partial \eta_{k}^{1}}{\partial x}(0,0) \varphi\left(t_{k}\right)+\frac{\partial \eta_{k}^{1}}{\partial y}(0,0) \varphi^{\prime}\left(t_{k}\right)\right) \\
& +\quad \lambda t \sum_{k=1}^{r}\left(\frac{\partial \theta_{k}^{1}}{\partial x}(0,0) \varphi\left(t_{k}\right)+\frac{\partial \theta_{k}^{1}}{\partial y}(0,0) \varphi^{\prime}\left(t_{k}\right)\right)\left(1-t_{k}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
N(0, \lambda) & =-H(0, \lambda) \\
& =-\int_{0}^{1} G(t, s) f(s, 0,0, \lambda) d s-\lambda \sum_{0<t_{k}<t}\left[\eta_{k}^{1}(0,0)+\theta_{k}^{1}(0,0)\left(t-t_{k}\right)\right] \\
& +\lambda t \sum_{k=1}^{r}\left[\eta_{k}^{1}(0,0)+\theta_{k}^{1}(0,0)\left(1-t_{k}\right)\right]
\end{aligned}
$$

Let the following hypotheses be satisfied
(H7) $\frac{\partial f}{\partial x}(t, 0,0, \lambda)=0 \quad \forall t \in I, \forall \lambda \in \mathbb{R}$,
(H8) $\frac{\partial f}{\partial y}(t, 0,0, \lambda)=0 \quad \forall t \in I, \forall \lambda \in \mathbb{R}$,
(H9) $\mu \in \mathbb{R}^{*}$ is an eigenvalue of $A^{1}$ with odd algebraic multiplicity,
(H10) $\mu \in \mathbb{R}^{*}$ is a simple eigenvalue of $A^{1}$.
From $(H 2)-(H 8)$, we have $D_{u} N(0, \lambda)=0$ and $N(0, \lambda)=0$, so $N(u, \lambda)=o\left(\|u\|_{2}\right)$. Then, from theorem 1 we have

Theorem 4 If the hypotheses (H2) - (H9) are satisfied, then $(u, \lambda)=\left(0, \mu^{-1}\right)$ is a bifurcation point of $\psi(u, \lambda)=0$ and (1)-(4) has a bifurcated branches of solutions.

And from theorem 2 we have

Theorem 5 If the hypotheses (H2) - (H8) and (H10) are satisfied, then (1) - (4) has exactly two bifurcated branches of solutions from $\left(0, \mu^{-1}\right)$.

In the following we study the multiplicity of the eigenvalues of $A^{1}$ to determine the number of branches of solutions.
To do that let $a_{k}:=\frac{\partial \eta_{k}^{1}}{\partial x}(0,0), b_{k}:=\frac{\partial \eta_{k}^{1}}{\partial y}(0,0), c_{k}:=\frac{\partial \theta_{k}^{1}}{\partial x}(0,0)$ and $d_{k}:=\frac{\partial \theta_{k}^{1}}{\partial y}(0,0)$, and put
$A_{k}:=-c_{k} t_{k}^{2}+\left(a_{k}-d_{k}\right) t_{k}+b_{k}, B_{k}:=-c_{k} t_{k}^{2}+\left(a_{k}+c_{k}-d_{k}\right) t_{k}+b_{k}+d_{k}=A_{k}+c_{k} t_{k}+d_{k}$, $C_{k}:=-c_{k} t_{k}+a_{k}+c_{k}, D_{k}:=-c_{k} t_{k}+a_{k}$.
Let $g_{k}(t)=h_{k}(t) . t \quad$ with

$$
h_{k}(t)=\left\{\begin{array}{cc}
1 & \text { if } t \in] t_{k}, t_{k+1}[ \\
0 & \text { otherwise }
\end{array}\right.
$$

$k=0,1,2, \ldots, r$.
Proposition 2 Let $\mathbb{E}=\left\{\varphi \in P C^{2}(I) / \varphi(t)=\sum_{k=0}^{r}\left[\alpha_{k} g_{k}(t)+\beta_{k} h_{k}(t)\right], t \neq t_{k}\right\}$.
Then $\mathbb{E}$ be a Banach space with $\operatorname{dim} \mathbb{E}=2 r+2$, moreover $\forall \varphi \in P C^{2}(I), A^{1} \varphi \in \mathbb{E}$.
Remark 3 Let $\mu$ be an eigenvalue of $A^{1}$ and $\varphi_{\mu}$ an eigenvector of $A^{1}$ associated to $\mu$. Then

$$
\varphi_{\mu}(t)= \begin{cases}0 & \text { if } t=0 \\ \sum_{k=1}^{r}\left[\alpha_{k}\left(\varphi_{\mu}\right) g_{k}(t)+\beta_{k}\left(\varphi_{\mu}\right) h_{k}(t)\right] & \text { if } t \neq t_{k} \\ \alpha_{k-1}\left(\varphi_{\mu}\right) t_{k}+\beta_{k-1}\left(\varphi_{\mu}\right) & \text { if } t=t_{k} \\ 0 & \text { if } t=1\end{cases}
$$

We denote $\alpha_{k}\left(\varphi_{\mu}\right):=\alpha_{k}$ and $\beta_{k}\left(\varphi_{\mu}\right):=\beta_{k}$.
Proposition 3 Let $\mu \in \mathbb{R}^{*}$. Then $\mu$ is an eigenvalue of $A^{1}$ if and only if there exist $\alpha_{0}, \ldots, \alpha_{r}, \beta_{0}, \ldots, \beta_{r} \in \mathbb{R}$ such that $\mu$ satisfies the following system with $(2 r+2)$ equations

$$
(I I I)\left\{\begin{array}{l}
\mu \beta_{0}=0, \\
\left(\mu+B_{1}\right) \alpha_{0}+\sum_{i=2}^{r} B_{i} \alpha_{i-1}+\sum_{i=1}^{r} C_{i} \beta_{i-1}=0, \\
A_{1} \alpha_{0}+\left(\mu+B_{2}\right) \alpha_{1}+\sum_{i=3}^{r} B_{i} \alpha_{i-1}+D_{1} \beta_{0}+\sum_{i=2}^{r} C_{i} \beta_{i-1}=0,  \tag{III}\\
-A_{1} \alpha_{0}-D_{1} \beta_{0}+\mu \beta_{1}=0, \\
\vdots \\
A_{1} \alpha_{0}+\ldots+A_{k} \alpha_{k-1}+\left(\mu+B_{k+1}\right) \alpha_{k}+\sum_{i=k+2}^{r} B_{i} \alpha_{i-1} \\
+D_{1} \beta_{0}+\ldots+D_{k} \beta_{k-1}+\sum_{i=k+1}^{r} C_{i} \beta_{i-1}=0, \\
-A_{1} \alpha_{0}-\ldots-A_{k} \alpha_{k-1}-D_{1} \beta_{0}-\ldots-D_{k} \beta_{k-1}+\mu \beta_{k}=0, \\
\vdots \\
A_{1} \alpha_{0}+\ldots+A_{r-1} \alpha_{r-2}+\left(\mu+B_{r}\right) \alpha_{r-1}+D_{1} \beta_{0}+\ldots+D_{r-1} \beta_{r} \\
-A_{1} \alpha_{0}-\ldots-A_{r-1} \alpha_{r-2}-D_{1} \beta_{0}-\ldots-D_{r-1} \beta_{r-2}+\mu \beta_{r-1}= \\
A_{1} \alpha_{0}+\ldots+A_{r} \alpha_{r-1}+\mu \alpha_{r}+D_{1} \beta_{0}+\ldots+D_{r} \beta_{r-1}=0, \\
-A_{1} \alpha_{0}-\ldots-A_{r} \alpha_{r-1}-D_{1} \beta_{0}-\ldots-D_{r} \beta_{r-1}+\mu \beta_{r}=0 .
\end{array}\right.
$$

Moreover the eigenvector associated to $\mu$ is given by

$$
\begin{aligned}
\varphi_{\mu}(t) & =\sum_{k=1}^{r}\left[\alpha_{k} g_{k}(t)+\beta_{k} h_{k}(t)\right] \\
& =\sum_{k=1}^{r} h_{k}(t)\left(\alpha_{k} t+\beta_{k}\right), t \neq t_{k}, t \in[0,1]
\end{aligned}
$$

Proof. If $t \in] 0, t_{1}\left[, A^{1} \varphi(t)=\mu \varphi(t)\right.$ is equivalent to

$$
\begin{aligned}
& \sum_{0<t_{k}<t}\left[a_{k} \varphi\left(t_{k}\right)+b_{k} \varphi^{\prime}\left(t_{k}\right)+\left(c_{k} \varphi\left(t_{k}\right)+d_{k} \varphi^{\prime}\left(t_{k}\right)\right)\left(t-t_{k}\right)\right] \\
& -t \sum_{k=1}^{r}\left[a_{k} \varphi\left(t_{k}\right)+b_{k} \varphi^{\prime}\left(t_{k}\right)+\left(c_{k} \varphi\left(t_{k}\right)+d_{k} \varphi^{\prime}\left(t_{k}\right)\right)\left(1-t_{k}\right)\right]=\mu\left(\alpha_{0} t+\beta_{0}\right)
\end{aligned}
$$

Then
$\left.-t \sum_{k=1}^{r} a_{k}\left[\varphi\left(t_{k}\right)+b_{k} \varphi^{\prime}\left(t_{k}\right)+\left(c_{k} \varphi\left(t_{k}\right)+d_{k} \varphi^{\prime}\left(t_{k}\right)\right)\left(1-t_{k}\right)\right]=\mu\left(\alpha_{0} t+\beta_{0}\right), \forall t \in\right] 0, t_{1}[$,
we obtain

$$
\begin{aligned}
& t\left[\mu \alpha_{0}+a_{1}\left(\alpha_{0} t_{1}+\beta_{0}\right)+b_{1} \alpha_{0}+\left(c_{1}\left(\alpha_{0} t_{1}+\beta_{0}\right)+d_{1} \alpha_{0}\right)\left(1-t_{1}\right)\right] \\
& +t \sum_{i=2}^{r}\left[a_{i}\left(\alpha_{i-1} t_{i}+\beta_{i-1}\right)+b_{i} \alpha_{i-1}+\left(c_{i}\left(\alpha_{i-1} t_{i}+\beta_{i-1}\right)+d_{i} \alpha_{i-1}\right)\left(1-t_{i}\right)\right]+\mu \beta_{0}=0
\end{aligned}
$$

$\forall t \in] 0, t_{1}[$. Then

$$
\left\{\begin{array}{l}
\mu \beta_{0}=0 \\
\beta_{0}\left[a_{1}+c_{1}\left(1-t_{1}\right)\right]+\sum_{i=2}^{r} \beta_{i-1}\left[a_{i}+c_{i}\left(1-t_{i}\right)\right] \\
+\alpha_{0}\left[\mu+a_{1} t_{1}+b_{1}+c_{1} t_{1}\left(1-t_{1}\right)+d_{1}\left(1-t_{1}\right)\right] \\
+\sum_{i=2}^{r} \alpha_{i-1}\left[a_{i} t_{i}+b_{i}+c_{i} t_{i}\left(1-t_{i}\right)+d_{i}\left(1-t_{i}\right)\right]=0
\end{array}\right.
$$

Finally, we have

$$
\left\{\begin{array}{l}
\mu \beta_{0}=0 \\
\left(\mu+B_{1}\right) \alpha_{0}+\sum_{i=2}^{r} B_{i} \alpha_{i-1}+\sum_{i=1}^{r} C_{i} \beta_{i-1}=0
\end{array}\right.
$$

Similarly, for $t \in] t_{k}, t_{k+1}[$ with $k=1, \ldots, r-1$, we obtain the following result

$$
\left\{\begin{array}{l}
A_{1} \alpha_{0}+A_{2} \alpha_{1}+\ldots+A_{k} \alpha_{k-1}+\left(\mu+B_{k+1}\right) \alpha_{k}+\sum_{i=k+2}^{r} B_{i} \alpha_{i-1}+ \\
D_{1} \beta_{0}+D_{2} \beta_{1}+\ldots+D_{k} \beta_{k-1}+\sum_{i=k+1}^{r} C_{i} \beta_{i-1}=0 \\
-A_{1} \alpha_{0}-A_{2} \alpha_{1}-\ldots-A_{k} \alpha_{k-1}-D_{1} \beta_{0}-D_{2} \beta_{1}-\ldots-D_{k} \beta_{k-1}+\mu \beta_{k}=0
\end{array}\right.
$$

For $t \in] t_{r}, 1\left[, \quad A^{1} \varphi(t)=\mu \varphi(t)\right.$ is equivalent to

$$
\begin{aligned}
\mu\left(\alpha_{r} t+\beta_{r}\right) & =\sum_{k=1}^{r} a_{k}\left[\varphi\left(t_{k}\right)+b_{k} \varphi^{\prime}\left(t_{k}\right)+\left(c_{k} \varphi\left(t_{k}\right)+d_{k} \varphi^{\prime}\left(t_{k}\right)\right)\left(t-t_{k}\right)\right] \\
& -t\left[\sum_{k=1}^{r} a_{k} \varphi\left(t_{k}\right)+b_{k} \varphi^{\prime}\left(t_{k}\right)+\left(c_{k} \varphi\left(t_{k}\right)+d_{k} \varphi^{\prime}\left(t_{k}\right)\right)\left(1-t_{k}\right)\right]
\end{aligned}
$$

then we have

$$
\left\{\begin{array}{l}
A_{1} \alpha_{0}+A_{2} \alpha_{1}+\ldots+A_{r} \alpha_{r-1}+\mu \alpha_{r}+D_{1} \beta_{0}+D_{2} \beta_{1}+\ldots+D_{r} \beta_{r-1}=0 \\
-A_{1} \alpha_{0}-A_{2} \alpha_{1}-\ldots-A_{r} \alpha_{r-1}-D_{1} \beta_{0}-D_{2} \beta_{1}-\ldots-D_{r} \beta_{r-1}+\mu \beta_{r}=0
\end{array}\right.
$$

Lemma 5 Let $\mu \in \mathbb{R}^{\star}$. Then $\mu$ is an eigenvalue of $A^{1}$ if and only if there exist $\alpha_{0}, \ldots, \alpha_{r}, \beta_{0}, \ldots, \beta_{r} \in \mathbb{R}$ such that

$$
M(\mu)\left(\begin{array}{c}
\alpha_{0}  \tag{IV}\\
\alpha_{1} \\
\vdots \\
\alpha_{r} \\
\beta_{0} \\
\beta_{1} \\
\vdots \\
\beta_{r}
\end{array}\right)=0
$$

where $M(\mu)$ is the $(2 r+2)$ square matrix such that

$$
M(\mu)=\left(\begin{array}{cc}
\tilde{A} & \tilde{B} \\
\tilde{C} & \tilde{D} \\
\tilde{E} & \tilde{F}
\end{array}\right)
$$

where $\tilde{A}$ is a $2 \times(r+1)$ matrix, $\tilde{B}$ is a $2 \times(r+1)$ matrix, $\tilde{C}$ is a $(2 r-2) \times(\underset{\tilde{F}}{r}+1)$ matrix, $\tilde{D}$ is a $(2 r-2) \times(r+1)$ matrix, $\tilde{E}$ is a $2 \times(r+1)$ matrix and $\tilde{F}$ is a $2 \times(r+1)$ matrix such that:

1) $\tilde{A}=\left(a_{i j}\right)$ with

$$
\left\{\begin{array}{l}
a_{1 j}=0 \text { for } j=\overline{1, r+1}, \\
a_{21}=\mu+B_{1}, a_{2 j}=B_{j} \quad \text { for } \quad j=\overline{2, r}, a_{2(r+1)}=0
\end{array}\right.
$$

Then

$$
\tilde{A}=\left(\begin{array}{ccccc}
0 & 0 & \ldots & 0 & 0 \\
\mu+B_{1} & B_{2} & \ldots & B_{r} & 0
\end{array}\right)
$$

2) $\tilde{B}=\left(a_{i j}\right)$ with

$$
\left\{\begin{array}{l}
a_{1(r+2)}=\mu, a_{1 j}=0 \quad \text { for } \quad j=\overline{(r+3),(2 r+2)}, \\
a_{2 j}=C_{j-(r+1)} \quad \text { for } \quad j=\overline{(r+2),(2 r+1)}, \quad a_{2(2 r+2)}=0
\end{array}\right.
$$

Then

$$
\tilde{B}=\left(\begin{array}{ccccc}
\mu & 0 & \ldots & 0 & 0 \\
C_{1} & C_{2} & \ldots & C_{r} & 0
\end{array}\right)
$$

3) $\tilde{C}=\left(a_{i j}\right)$ with

$$
\left\{\begin{array}{l}
a_{(2 i+1) j}=A_{j} \text { for } i=\overline{1,(r-1)} \text { and } 1 \leq j \leq i, \\
a_{(2 i+1) j}=\mu+B_{j} \text { for } i=\overline{1,(r-1)} \text { and } j=i+1, \\
a_{(2 i+1) j}=B_{j} \text { for } i=\overline{1,(r-1)} \text { and } i+2 \leq j \leq r+1, \\
a_{(2 i+1)(r+1)}=0 \text { for } i=\overline{1,(r-1)}, \\
a_{(2 i) j}=-A_{j} \text { for } i=\overline{2, r} \text { and } 1 \leq j<i, \\
a_{(2 i) j}=0 \text { for } i=\overline{2, r} \text { and } i \leq j \leq r+1
\end{array}\right.
$$

Then

$$
\tilde{C}=\left(\begin{array}{cccccccc}
A_{1} & \mu+B_{2} & B_{3} & B_{4} & \ldots & B_{r-1} & B_{r} & 0 \\
-A_{1} & 0 & 0 & 0 & \ldots & 0 & 0 & 0 \\
A_{1} & A_{2} & \mu+B_{3} & B_{4} & \ldots & B_{r-1} & B_{r} & 0 \\
-A_{1} & -A_{2} & 0 & 0 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots \\
A_{1} & A_{2} & A_{3} & A_{4} & \ldots & A_{r-1} & \mu+B_{r} & 0 \\
-A_{1} & -A_{2} & -A_{3} & -A_{4} & \ldots & -A_{r-1} & 0 & 0
\end{array}\right) .
$$

4) $\tilde{D}=\left(a_{i j}\right)$ with

$$
\left\{\begin{array}{l}
a_{(2 i+1) j}=D_{j-(r+1)} \quad \text { for } \quad i=\overline{1,(r-1)} \quad \text { and } \quad 1 \leq j-(r+1) \leq i, \\
a_{(2 i+1) j}=C_{j-(r+1)} \quad \text { for } i=\overline{1,(r-1)} \quad \text { and } i+1 \leq j-(r+1) \leq r, \\
a_{(2 i+1)(2 r+2)}=0 \text { for } i=\overline{1,(r-1)}, \\
a_{(2 i) j}=-D_{j-(r+1)} \text { for } i=\overline{2, r} \text { and } 1 \leq j-(r+1)<i, \\
a_{(2 i) j}=\mu \text { for } i=\overline{2, r} \quad \text { and } j-(r+1)=i, \\
a_{(2 i) j}=0 \quad \text { for } \quad i=\overline{2, r} \quad \text { and } i<j-(r+1) \leq r+1
\end{array}\right.
$$

Then

$$
\tilde{D}=\left(\begin{array}{cccccccc}
D_{1} & C_{2} & C_{3} & C_{4} & \ldots & C_{r-1} & C_{r} & 0 \\
-D_{1} & \mu & 0 & 0 & \ldots & 0 & 0 & 0 \\
D_{1} & D_{2} & C_{3} & C_{4} & \ldots & C_{r-1} & C_{r} & 0 \\
-D_{1} & -D_{2} & \mu & 0 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots \\
D_{1} & D_{2} & D_{3} & D_{4} & \ldots & D_{r-1} & C_{r} & 0 \\
-D_{1} & -D_{2} & -D_{3} & -D_{4} & \ldots & -D_{r-1} & \mu & 0
\end{array}\right) .
$$

5) $\tilde{E}=\left(a_{i j}\right)$ with

$$
\left\{\begin{array}{l}
a_{(2 r+1) j}=A_{j} \quad \text { for } \quad 1 \leq j \leq r, a_{(2 r+1)(r+1)}=\mu \\
a_{(2 r+2) j}=-A_{j} \quad \text { for } \quad 1 \leq j \leq r, a_{(2 r+2)(r+1)}=0
\end{array}\right.
$$

Then

$$
\tilde{E}=\left(\begin{array}{ccccccc}
A_{1} & A_{2} & A_{3} & A_{4} & \ldots & A_{r} & \mu \\
-A_{1} & -A_{2} & -A_{3} & -A_{4} & \ldots & -A_{r} & 0
\end{array}\right)
$$

6) $\tilde{F}=\left(a_{i j}\right)$ with

$$
\left\{\begin{array}{l}
a_{(2 r+1) j}=D_{j-(r+1)} \quad \text { for } \quad 1 \leq j-(r+1) \leq r \quad \text { and } \quad j=\overline{(r+2),(2 r+1)}, \\
a_{(2 r+1)(2 r+2)}=0, \\
a_{(2 r+2) j}=-D_{j-(r+1)} \quad \text { for } \quad 1 \leq j-(r+1) \leq r \quad \text { and } \quad j=\overline{(r+2),(2 r+1)}, \\
a_{(2 r+2)(2 r+2)}=\mu
\end{array}\right.
$$

Then

$$
\tilde{F}=\left(\begin{array}{ccccc}
D_{1} & D_{2} & \ldots & D_{r} & 0 \\
-D_{1} & -D_{2} & \ldots & -D_{r} & \mu
\end{array}\right)
$$

Proof. From the proposition 3, the system (III) is equivalent to (IV).
Put $P(\mu)=\operatorname{det} M(\mu)$, then $\mu \in \mathbb{R}^{*}$ is an eigenvalue of $A^{1}$ if and only if $M(\mu)$ is not invertible, i.e. $P(\mu)=0$.

Remark 4 Let $\mu$ be a real eigenvalue of $A^{1}$. If $\mu$ satisfies
$(H 11) \quad P(\mu)=P^{\prime}(\mu)=P^{\prime \prime}(\mu)=\ldots=P^{2 q}(\mu)=0$ and $P^{2 q+1}(\mu) \neq 0, q \in \mathbb{N}$, then it is an eigenvalue with odd algebraic multiplicity $2 q+1$.
If $\mu$ is a simple eigenvalue of $A^{1}$, i.e $q=0$, then
$(H 12) \quad P(\mu)=0$ and $P^{\prime}(\mu) \neq 0$.
From theorem 4 we have

Corollary 3 If (H2) - (H8) and (H11) are satisfied with $\mu \in \mathbb{R}^{*}$, then (1) - (4) has a bifurcated branches of solutions from $\left(0, \mu^{-1}\right)$.

From theorem 5 we have

Corollary 4 If (H2) - (H8) and (H12) are satisfied with $\mu \in \mathbb{R}^{*}$, then (1) - (4) has exactly two bifurcated branches of solutions $\Gamma_{1}$ and $\Gamma_{2}$ from $\left(0, \mu^{-1}\right)$.

Proposition 4 Let $A_{k}=0$ for $k=1, \ldots, r-1$. We have

- $P(\mu)=\mu^{r+2} \prod_{k=1}^{r}\left(\mu+B_{k}\right)$, moreover the eigenvalues of $A^{1}$ are 0 and $-B_{k}$.
- If there exists $k_{0} \in\{1, \ldots, r\}$ such that $B_{k_{0}} \neq B_{k} \quad \forall k \in\{1, \ldots, r\} /\left\{k_{0}\right\}$ and $B_{k_{0}} \neq 0$, then $-B_{k_{0}}$ is a simple eigenvalue of $A^{1}$.

Let $b_{k}=t_{k}^{2} c_{k}+t_{k}\left(d_{k}-a_{k}\right)$ with $k=1, \ldots, r-1$, we have
(H13) $\quad k_{0} \in\{1, \ldots, r-1\}$ such that $d_{k_{0}} \neq-t_{k_{0}} c_{k_{0}}, d_{k_{0}}+t_{k_{0}} c_{k_{0}} \neq d_{k}+t_{k} c_{k} \quad \forall k \in$ $\{1, \ldots, r-1\} / k_{0}$ and $d_{k_{0}}+t_{k_{0}} c_{k_{0}} \neq A_{r}+c_{r} t_{r}+d_{r}$.
(H14) $\quad b_{r} \neq c_{r} t_{r}^{2}+\left(d_{r}-a_{r}-c_{r}\right) t_{r}-d_{r}$ and $d_{k}+t_{k} c_{k} \neq-c_{r} t_{r}^{2}+\left(a_{r}+c_{r}-d_{r}\right) t_{r}+$ $d_{r}+b_{r} \forall k \in\{1, \ldots, r-1\}$.

Remark 5 If (H13) is satisfied then $\mu=-B_{k_{0}}$ is a real simple eigenvalue of $A^{1}$ and $B_{k_{0}} \neq 0$.
If (H14) is satisfied then $\mu=-B_{r}$ is a real simple eigenvalue of $A^{1}$ and $B_{r} \neq 0$.
From theorem 5, we have

Corollary 5 If (H2) - (H8) and (H13) are satisfied then (1) - (4) has exactly two bifurcated branches of solutions $\Gamma_{1}$ and $\Gamma_{2}$ from $\left(0,-B_{k_{0}}^{-1}\right)$ with $k_{0} \in\{1, \ldots, r-1\}$. If (H2) - (H8) and (H14) are satisfied, then (1) - (4) has exactly two bifurcated branches of solutions $\Gamma_{1}$ and $\Gamma_{2}$ from $\left(0,-B_{r}^{-1}\right)$.

## 4. Examples

In this section we give some examples to illustrate the applications of our results.
Example 1 Consider the following homogeneous boundary value problem of (1) (4)

$$
\left\{\begin{array}{l}
u^{\prime \prime}(t)=\lambda f\left(t, u(t), u^{\prime}(t)\right), \quad t \in(0,1), \quad t \neq t_{k}  \tag{7}\\
\Delta u\left(t_{k}\right)=\lambda \eta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right)\right), \quad k=1, \ldots, r \\
\Delta u^{\prime}\left(t_{k}\right)=\lambda \theta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right)\right) \\
u(0)=u(1)=0
\end{array}\right.
$$

where $f(t, 0,0)=0, \eta_{k}(0,0)=0$ and $\theta_{k}(0,0)=0$. We have

$$
\begin{aligned}
H(u, \lambda) & =\lambda \int_{0}^{1} G(t, s) f\left(s, u(s), u^{\prime}(s)\right) \mathrm{d} s \\
& +\lambda \sum_{0<t_{k}<t}\left[\eta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right)\right)+\theta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right)\right)\left(t-t_{k}\right)\right] \\
& -\lambda t \sum_{k=1}^{r}\left[\eta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right)\right)+\theta_{k}\left(u\left(t_{k}\right), u^{\prime}\left(t_{k}\right)\right)\left(1-t_{k}\right)\right], \quad \forall t \in I
\end{aligned}
$$

On the one hand, for $\frac{\partial f}{\partial x}(t, 0,0)=\frac{\partial f}{\partial y}(t, 0,0)=0 \quad \forall t \in I$, we have If $\left\|\frac{\partial H}{\partial u}\left(0, \lambda^{\star}\right)\right\|_{\mathfrak{L}\left(P C^{2}(I)\right)}<1$. So from corollary 1 , there exists $\delta>0$ such that for $\left|\lambda-\lambda^{\star}\right|<\delta$, the problem (7) has a unique solution $(u, \lambda)$.
If $\left\|\frac{\partial H}{\partial u}\left(0, \lambda^{\star}\right)\right\|_{\mathfrak{L}\left(P C^{2}(I)\right)}>1$, we investigate the existence of bifurcated branches of solutions. Then

$$
\begin{aligned}
A^{1} \varphi(t) & :=\sum_{0<t_{k}<t}\left[\frac{\partial \eta_{k}^{1}}{\partial x}(0,0) \varphi\left(t_{k}\right)+\frac{\partial \eta_{k}^{1}}{\partial y}(0,0) \varphi^{\prime}\left(t_{k}\right)\right] \\
& +\sum_{0<t_{k}<t}\left[\frac{\partial \theta_{k}^{1}}{\partial x}(0,0) \varphi\left(t_{k}\right)+\frac{\partial \theta_{k}^{1}}{\partial y}(0,0) \varphi^{\prime}\left(t_{k}\right)\right]\left(t-t_{k}\right) \\
& -t \sum_{k=1}^{r}\left[\frac{\partial \eta_{k}^{1}}{\partial x}(0,0) \varphi\left(t_{k}\right)+\frac{\partial \eta_{k}^{1}}{\partial y}(0,0) \varphi^{\prime}\left(t_{k}\right)\right] \\
& -t \sum_{k=1}^{r}\left[\frac{\partial \theta_{k}^{1}}{\partial x}(0,0) \varphi\left(t_{k}\right)+\frac{\partial \theta_{k}^{1}}{\partial y}(0,0) \varphi^{\prime}\left(t_{k}\right)\right]\left(1-t_{k}\right)
\end{aligned}
$$

So, the existence of bifurcated solutions of (7) is equivalent to (1) - (4). Hence, we can apply corollaries $3-5$ to prove existence of bifurcated solutions of (7).

For $\frac{\partial \eta_{k}}{\partial x}(0,0)=\frac{\partial \eta_{k}}{\partial y}(0,0)=0$ and $\frac{\partial \theta_{k}}{\partial x}(0,0)=\frac{\partial \theta_{k}}{\partial y}(0,0)=0$, we have

$$
A \varphi(t):=\int_{0}^{1} G(t, s)\left(\frac{\partial f}{\partial x}(s, 0,0) \cdot \varphi(s)+\frac{\partial f}{\partial y}(s, 0,0) \cdot \varphi^{\prime}(s)\right) \mathrm{d} s
$$

So, the existence of bifurcated solutions of (7) is equivalent to (II) (see [3]).
Example 2 Consider the following two point boundary value problem for second order impulsive differential equation

$$
\left\{\begin{array}{l}
u^{\prime \prime}(t)=f\left(t, u(t), u^{\prime}(t), \lambda\right) \quad t \neq t_{1}  \tag{8}\\
\Delta u\left(t_{1}\right)=\lambda \gamma u\left(t_{1}\right) \\
\Delta u^{\prime}\left(t_{1}\right)=\lambda \gamma^{\prime} u^{\prime}\left(t_{1}\right) \\
u(0)=u(1)=0
\end{array}\right.
$$

where $f(t, 0,0, \lambda)=0, \frac{\partial f}{\partial x}(t, 0,0, \lambda)=0, \frac{\partial f}{\partial y}(t, 0,0, \lambda)=0 \quad \forall t \in I$ and $\gamma, \gamma^{\prime} \in \mathbb{R}^{*}$. We have

$$
\begin{aligned}
H(u, \lambda)= & \int_{0}^{1} G(t, s) f\left(s, u(s), u^{\prime}(s), \lambda\right) \mathrm{d} s-\lambda t\left[\gamma u\left(t_{1}\right)+\gamma^{\prime} u^{\prime}\left(t_{1}\right)\left(1-t_{1}\right)\right] \\
& +\lambda \sum_{0<t_{1}<t}\left[\gamma u\left(t_{1}\right)+\gamma^{\prime} u^{\prime}\left(t_{1}\right)\left(t-t_{1}\right)\right] .
\end{aligned}
$$

If $\left|\lambda^{\star}\right|<\frac{1}{2\left(|\gamma|+\left|\gamma^{\prime}\right|\right)}$, then $\left\|\frac{\partial H}{\partial u}\left(0, \lambda^{\star}\right)\right\|_{\mathfrak{L}\left(P C^{2}(I)\right)}<1$. So from corollary 1, there exists $\delta>0$ such that for $\left|\lambda-\lambda^{\star}\right|<\delta$, the problem (8) has a unique solution $(u, \lambda)$. For $\left|\lambda^{\star}\right| \geq \frac{1}{2\left(|\gamma|+\left|\gamma^{\prime}\right|\right)}$, we investigate the existence of bifurcated branches of solutions. Then

$$
A^{1} \varphi(t)=-t\left[\gamma \varphi\left(t_{1}\right)+\gamma^{\prime} \varphi^{\prime}\left(t_{1}\right)\left(1-t_{1}\right)\right]+\sum_{0<t_{1}<t}\left[\gamma \varphi\left(t_{1}\right)+\gamma^{\prime} \varphi^{\prime}\left(t_{1}\right)\left(t-t_{1}\right)\right]
$$

$\mu \in \mathbb{R}^{*}$ is an eigenvalue of $A^{1}$ if and only if there exist $\alpha_{0}, \alpha_{1}, \beta_{0}, \beta_{1}$ such that $\mu$ satisfies the following system with four equations

$$
\left\{\begin{array}{l}
\mu \beta_{0}=0 \\
\left(\mu+B_{1}\right) \alpha_{0}+C_{1} \beta_{0}=0 \\
A_{1} \alpha_{0}+\mu \alpha_{1}+D_{1} \beta_{0}=0 \\
-A_{1} \alpha_{0}-D_{1} \beta_{0}+\mu \beta_{1}=0
\end{array}\right.
$$

where $A_{1}=\left(\gamma-\gamma^{\prime}\right) t_{1}, B_{1}=\left(\gamma-\gamma^{\prime}\right) t_{1}+\gamma^{\prime}$ and $C_{1}=D_{1}=\gamma$.
The matrix $M(\mu)$ is given by

$$
M(\mu)=\left(\begin{array}{cccc}
0 & 0 & \mu & 0 \\
\mu+\left(\gamma-\gamma^{\prime}\right) t_{1}+\gamma^{\prime} & 0 & \gamma & 0 \\
\left(\gamma-\gamma^{\prime}\right) t_{1} & \mu & \gamma & 0 \\
-\left(\gamma-\gamma^{\prime}\right) t_{1} & 0 & -\gamma & \mu
\end{array}\right)
$$

Let $P(\mu):=\operatorname{det} M(\mu)=\mu^{3}\left(\mu+\left(\gamma-\gamma^{\prime}\right) t_{1}+\gamma^{\prime}\right)$.
If $\gamma=\gamma^{\prime}$ we have exactly two bifurcated branches of solutions $\Gamma_{1}$ and $\Gamma_{2}$ from $\left(0,(-\gamma)^{-1}\right)$.
If $\gamma^{\prime} \neq \gamma$ and $t_{1} \neq \frac{\gamma^{\prime}}{\gamma^{\prime}-\gamma}$, then $\mu=-\left(\gamma-\gamma^{\prime}\right) t_{1}-\gamma^{\prime}$ is a real simple eigenvalue of $A^{1}$. From corollary $4,(8)$ has exactly two bifurcated branches of solutions $\Gamma_{1}$ and $\Gamma_{2}$ from $\left(0,\left(-\left(\gamma-\gamma^{\prime}\right) t_{1}-\gamma^{\prime}\right)^{-1}\right)$.
Remark 6 In [26], the authors consider the problem (8) with $\gamma^{\prime}=-\gamma$ and $t_{1}=\frac{1}{2}$.
But in our case we must have $t_{1} \neq \frac{\gamma^{\prime}}{\gamma^{\prime}-\gamma}=\frac{1}{2}$. So , for this case we need to use an other approach.

If $\gamma^{\prime}=-\gamma$ and $t_{1} \neq \frac{1}{2}$, then (8) becomes

$$
\left\{\begin{array}{l}
u^{\prime \prime}(t)=f\left(t, u(t), u^{\prime}(t), \lambda\right), \quad t \neq t_{1}  \tag{9}\\
\Delta u\left(t_{1}\right)=\lambda \gamma u\left(t_{1}\right) \\
\Delta u^{\prime}\left(t_{1}\right)=-\lambda \gamma u^{\prime}\left(t_{1}\right) \\
u(0)=u(1)=0
\end{array}\right.
$$

If $\left|\lambda^{\star}\right|<\frac{1}{4|\gamma|}$, then $\left\|\frac{\partial H}{\partial u}\left(0, \lambda^{\star}\right)\right\|_{\mathfrak{L}\left(P C^{2}(I)\right)}<1$. So from corollary 1 , there exists $\delta>0$ such that for $\left|\lambda-\lambda^{\star}\right|<\delta$, the problem (9) has a unique solution ( $u, \lambda$ ).
For $\left|\lambda^{\star}\right| \geq \frac{1}{4|\gamma|}$, we investigate the existence of bifurcated branches of solutions. Then

$$
A^{1} \varphi(t)=-t\left[\gamma \varphi\left(t_{1}\right)-\gamma \varphi^{\prime}\left(t_{1}\right)\left(1-t_{1}\right)\right]+\sum_{0<t_{1}<t}\left[\gamma \varphi\left(t_{1}\right)-\gamma \varphi^{\prime}\left(t_{1}\right)\left(t-t_{1}\right)\right]
$$

and $P(\mu)=\operatorname{det} M(\mu)=\mu^{3}\left(\mu+\gamma\left(2 t_{1}-1\right)\right)$. From corollary 4, (9) has exactly two bifurcated branches of solutions $\Gamma_{1}$ and $\Gamma_{2}$ from $\left(0,\left(-\gamma\left(2 t_{1}-1\right)\right)^{-1}\right)$.
Example 3 Consider the following two point boundary value problem for second order impulsive differential equation

$$
\left\{\begin{array}{l}
u^{\prime \prime}(t)=f\left(t, u(t), u^{\prime}(t), \lambda\right), \quad t \neq t_{k}  \tag{10}\\
\Delta u\left(t_{k}\right)=\lambda \gamma_{k} u\left(t_{k}\right), \quad k=1,2 \\
\Delta u^{\prime}\left(t_{1}\right)=\lambda \zeta_{k} u^{\prime}\left(t_{k}\right) \\
u(0)=u(1)=0
\end{array}\right.
$$

If $\left|\lambda^{\star}\right|<\frac{1}{2\left(\left|\gamma_{1}\right|+\left|\gamma_{2}\right|+\left|\zeta_{1}\right|+\left|\zeta_{2}\right|\right)}$, then $\left\|\frac{\partial H}{\partial u}\left(0, \lambda^{\star}\right)\right\|_{\mathfrak{L}\left(P C^{2}(I)\right)}<1$. So from corollary 1 , there exists $\delta>0$ such that for $\left|\lambda-\lambda^{\star}\right|<\delta$, the problem (10) has a unique solution $(u, \lambda)$.
For $\left|\lambda^{\star}\right| \geq \frac{1}{2\left(\left|\gamma_{1}\right|+\left|\gamma_{2}\right|+\left|\zeta_{1}\right|+\left|\zeta_{2}\right|\right)}$, we investigate the existence of bifurcated
branches of solutions. Then

$$
A^{1} \varphi(t)=\sum_{0<t_{k}<t}\left[\gamma_{k} \varphi\left(t_{k}\right)+\zeta_{k} \varphi^{\prime}\left(t_{k}\right)\left(t-t_{k}\right)\right]-t \sum_{k=1}^{2}\left[\gamma_{k} \varphi\left(t_{k}\right)+\zeta_{k} \varphi^{\prime}\left(t_{k}\right)\left(1-t_{k}\right)\right]
$$

$\mu \in \mathbb{R}^{*}$ is an eigenvalue of $A^{1}$ if and only if there exist $\alpha_{0}, \alpha_{1}, \alpha_{2}, \beta_{0}, \beta_{1}, \beta_{2} \in \mathbb{R}$ such that $\mu$ satisfies the following system with 6 equations

$$
\left\{\begin{array}{l}
\mu \beta_{0}=0 \\
\left(\mu+B_{1}\right) \alpha_{0}+B_{2} \alpha_{1}+C_{1} \beta_{0}+C_{2} \beta_{1}=0 \\
A_{1} \alpha_{0}+\left(\mu+B_{2}\right) \alpha_{1}+D_{1} \beta_{0}+C_{2} \beta_{1}=0 \\
-A_{1} \alpha_{0}-D_{1} \beta_{0}+\mu \beta_{1}=0 \\
A_{1} \alpha_{0}+A_{2} \alpha_{1}+\mu \alpha_{2}+D_{1} \beta_{0}+D_{2} \beta_{1}=0 \\
-A_{1} \alpha_{0}-A_{2} \alpha_{1}-D_{1} \beta_{0}-D_{2} \beta_{1}+\mu \beta_{2}=0
\end{array}\right.
$$

where $A_{k}=\left(\gamma_{k}-\zeta_{k}\right) t_{k}, B_{k}=\left(\gamma_{k}-\zeta_{k}\right) t_{k}+\zeta_{k}$ and $C_{k}=D_{k}=\gamma_{k}$. The matrix $M(\mu)$ is given by

$$
M(\mu)=\left(\begin{array}{cccccc}
0 & 0 & 0 & \mu & 0 & 0 \\
\mu+B_{1} & B_{2} & 0 & C_{1} & C_{2} & 0 \\
A_{1} & \mu+B_{2} & 0 & D_{1} & C_{2} & 0 \\
-A_{1} & 0 & 0 & -D_{1} & \mu & 0 \\
A_{1} & A_{2} & \mu & D_{1} & D_{2} & 0 \\
-A_{1} & -A_{2} & 0 & -D_{1} & D_{2} & \mu
\end{array}\right),
$$

$P(\mu)=\operatorname{det} M(\mu)=\mu^{4}\left[\mu^{2}+\mu\left(B_{1}+B_{2}\right)+A_{1}\left(C_{2}-B_{2}\right)+B_{1} B_{2}\right]$.
$\mu$ is an eigenvalue of $A^{1}$ if it is equal to zero or it is a solution of the following equation

$$
P_{1}(\mu)=\mu^{2}+\mu\left(B_{1}+B_{2}\right)+B_{1} B_{2}+A_{1} C_{2}-A_{1} B_{2}=0 .
$$

Case1: For $\gamma_{1}=\zeta_{1}$ we have $A_{1}=0$, then $P_{1}(\mu)=\mu^{2}+\mu\left(B_{1}+B_{2}\right)+B_{1} B_{2}$ and $\Delta_{\mu}=\left(B_{1}+B_{2}\right)^{2}-4 B_{1} B_{2}=\left(B_{1}-B_{2}\right)^{2}$. So $P_{1}(\mu)=\left(\mu+B_{1}\right)\left(\mu+B_{2}\right)$ and $P(\mu)=\mu^{4}\left(\mu+B_{1}\right)\left(\mu+B_{2}\right)$. Then
$-B_{1}$ (resp. $-B_{2}$ ) is a simple eigenvalue if $B_{2} \neq B_{1} \neq 0$ (resp. $B_{1} \neq B_{2} \neq 0$ ), $-B_{1}$ and $-B_{2}$ are simple eigenvalues if $B_{1} \neq B_{2}$ and $B_{1} B_{2} \neq 0$.
We deduce from corollary 5 that the problem (10) has exactly two bifurcated branches of solutions from $\left(0,\left(-B_{1}\right)^{-1}\right)$ and two bifurcated branches of solutions from $\left(0,\left(-B_{2}\right)^{-1}\right)$ if $-B_{1}$ and $-B_{2}$ are simple eigenvalues i.e. $B_{1} B_{2} \neq 0$ and $B_{1} \neq B_{2}$.
Case2: For $\gamma_{1} \neq \zeta_{1}$ and
$\left[\left(\gamma_{1}-\zeta_{1}\right) t_{1}+\zeta_{1}\right]^{2}+\left[\left(\gamma_{2}-\zeta_{2}\right) t_{2}+\zeta_{2}\right]^{2}>2\left[\left(\gamma_{2}-\zeta_{2}\right) \zeta_{1} t_{2}+\zeta_{1} \zeta_{2}-\left(\gamma_{1}-\zeta_{1}\right)\left(\gamma_{2}-\right.\right.$ $\left.\left.\zeta_{2}\right) t_{1} t_{2}-\left(\gamma_{1}-\zeta_{1}\right)\left(\zeta_{2}-2 \gamma_{2}\right) t_{1}\right]$, we have $A_{1}\left(C_{2}-B_{2}\right)+B_{1} B_{2} \neq 0$. Then $\mu \in \mathbb{R}^{\star}$ is an eigenvalue of $A^{1}$ if $\mu$ is a solution of $P_{1}(\mu)=0$.
The discriminant of $P_{1}(\mu)$ is

$$
\begin{aligned}
\Delta_{\mu} & =\left[\left(\gamma_{1}-\zeta_{1}\right) t_{1}+\zeta_{1}\right]^{2}+\left[\left(\gamma_{2}-\zeta_{2}\right) t_{2}+\zeta_{2}\right]^{2} \\
& +2\left[\left(\gamma_{1}-\zeta_{1}\right)\left(\gamma_{2}-\zeta_{2}\right) t_{1} t_{2}-\left(\gamma_{1}-\zeta_{1}\right)\left(\zeta_{2}-2 \gamma_{2}\right) t_{1}-\left(\gamma_{2}-\zeta_{2}\right) \zeta_{1} t_{2}-\zeta_{1} \zeta_{2}\right]>0
\end{aligned}
$$

So

$$
\mu_{1}^{2}=\frac{-\left(\gamma_{1}-\zeta_{1}\right) t_{1}-\left(\gamma_{2}-\zeta_{2}\right) t_{2}-\zeta_{1}-\zeta_{2}-\sqrt{\Delta_{\mu}}}{2}
$$

and

$$
\mu_{2}^{2}=\frac{-\left(\gamma_{1}-\zeta_{1}\right) t_{1}-\left(\gamma_{2}-\zeta_{2}\right) t_{2}-\zeta_{1}-\zeta_{2}+\sqrt{\Delta_{\mu}}}{2}
$$

are simple eigenvalues of $A^{1}$. Then, from corollary 4 we have exactly two bifurcated branches of solutions from $\left(0,\left(\mu_{1}^{2}\right)^{-1}\right)$ and two bifurcated branches of solutions from $\left(0,\left(\mu_{2}^{2}\right)^{-1}\right)$.

Remark 7 In [17], the authors consider the problem (10) with $\zeta_{1}=\zeta_{2}=0$, in this case (10) becomes

$$
\left\{\begin{array}{l}
u^{\prime \prime}(t)=f\left(t, u(t), u^{\prime}(t), \lambda\right), \quad t \neq t_{k}  \tag{11}\\
\Delta u\left(t_{k}\right)=\lambda \gamma_{k} u\left(t_{k}\right), \quad k=1,2 \\
\Delta u^{\prime}\left(t_{k}\right)=0 \\
u(0)=u(1)=0
\end{array}\right.
$$

If $\left|\lambda^{\star}\right|<\frac{1}{2\left(\left|\gamma_{1}\right|+\left|\gamma_{2}\right|\right)}$, then $\left\|\frac{\partial H}{\partial u}\left(0, \lambda^{\star}\right)\right\|_{\mathfrak{L}\left(P C^{2}(I)\right)}<1$. From corollary 1, there exists $\delta>0$ such that for $\left|\lambda-\lambda^{\star}\right|<\delta$, the problem (11) has a unique solution $(u, \lambda)$.
For $\left|\lambda^{\star}\right| \geq \frac{1}{2\left(\left|\gamma_{1}\right|+\left|\gamma_{2}\right|\right)}$, we investigate the existence of bifurcated branches of solutions. We have

$$
A^{1} \varphi(t)=\sum_{0<t_{k}<t}\left[\gamma_{k} \varphi\left(t_{k}\right)\right]-t \sum_{k=1}^{2}\left[\gamma_{k} \varphi\left(t_{k}\right)\right]
$$

and $P(\mu)=\operatorname{det} M(\mu)=\mu^{4}\left[\mu^{2}+\mu\left(\gamma_{1} t_{1}+\gamma_{2} t_{2}\right)+\gamma_{1} \gamma_{2} t_{1}\right]$.
If $\gamma_{1}=0$ and $\gamma_{2} \neq 0$, then $P(\mu)=\mu^{5}\left(\mu+\gamma_{2} t_{2}\right)$. From corollary 5 , the problem (11) has exactly two bifurcated branches of solutions $\Gamma_{1}^{1}$ and $\Gamma_{2}^{1}$ from $\left(0,\left(-\gamma_{2} t_{2}\right)^{-1}\right)$. If $\gamma_{1} \neq 0$ and $\left(\gamma_{1} t_{1}+\gamma_{2} t_{2}\right)^{2}>4 \gamma_{1} \gamma_{2} t_{1}$, then

$$
\mu_{1}^{2}=\frac{-\gamma_{1} t_{1}-\gamma_{2} t_{2}-\sqrt{\left(\gamma_{1} t_{1}+\gamma_{2} t_{2}\right)^{2}-4 \gamma_{1} \gamma_{2} t_{1}}}{2}
$$

and

$$
\mu_{2}^{2}=\frac{-\gamma_{1} t_{1}-\gamma_{2} t_{2}+\sqrt{\left(\gamma_{1} t_{1}+\gamma_{2} t_{2}\right)^{2}-4 \gamma_{1} \gamma_{2} t_{1}}}{2}
$$

are simple eigenvalues of $A^{1}$. Corollary 5 implies that the problem (11) has exactly two bifurcated branches of solutions $\Gamma_{1}^{2}$ and $\Gamma_{2}^{2}$ from $\left(0,\left(\mu_{i}^{2}\right)^{-1}\right)$ with $i=1,2$.

## 5. Concluding remarks

In this work, we have considered the existence and multiplicity of branches of solutions of second order impulsive differential equation with real parameter $\lambda$. We have used a different approach then that used in [3] since the non linear term in the differential equation is depending implicitly on the parameter $\lambda$. It will be very interesting to consider the case with both nonlinear term and impulse functions depending implicitly on the real parameter. The two approaches used in this work and in [3] can not be applied to such case.
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