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#### Abstract

In this paper, we consider the following system of rational difference equations $$
x_{n+1}=\frac{\alpha_{1} y_{n}}{\beta_{1}+\gamma_{1} x_{n-1}}, y_{n+1}=\frac{\alpha_{2} x_{n}}{\beta_{2}+\gamma_{2} y_{n-1}}, n=0,1,2, \ldots
$$ where $\alpha_{1}, \beta_{1}, \gamma_{1}, \alpha_{2}, \beta_{2}, \gamma_{2} \in(0, \infty)$ and the initial values $x_{-1}, x_{0}, y_{-1}, y_{0} \in$ $(0, \infty)$. Our main aim is to investigate the local asymptotic stability and global stability of equilibrium points, and the rate of convergence of positive solutions of the system. Moreover, some numerical examples are established to illustrate our theoretical results.


## 1. Introduction

Difference equations arise naturally as discrete analogues and as numerical solutions of differential and delay differential equations having applications in biology, ecology, economy, physics. There are plenty of papers and books that can be found regarding to the theory and applications of difference equations, see [1, 10, [11, 15, 16, [17, 14, 22] and the references cited therein. Recently, there has been a lot of works concerning the global behaviors of positive solutions of rational difference equations and positive solutions of systems of rational difference equations [2, 3, [5, 6, 7, 8, ,9, 12, 13, 18, 21, 24, It is extremely difficult to understand thoroughly the global behaviors of solutions of rational difference equations and solutions of systems of rational difference equations, although they have very simple forms. Therefore, the study of rational difference equations and systems of rational difference equations is worth further consideration.

In [15] the authors studied the global asymptotic behavior of solutions of the discrete delay logistic model

$$
x_{n+1}=\frac{\alpha x_{n}}{1+\beta x_{n-k}}, n=0,1,2, \ldots
$$

where $\alpha \in(1, \infty), \beta \in(0, \infty), k \in\{0,1,2, \ldots\}$ and the initial conditions $x_{-k}, \ldots, x_{-1}, x_{0}$ are arbitrary nonnegative numbers.

[^0]In [16] the authors studied the global asymptotic behavior of solutions of Pielou's difference equation

$$
y_{n+1}=\frac{p y_{n}}{1+y_{n-1}}, n=0,1,2, \ldots
$$

where $p>0$ and the initial conditions $y_{-1}, y_{0}$ are arbitrary nonnegative numbers.
Motivated by these above papers, in this paper we will consider the following system of difference equations

$$
\begin{equation*}
x_{n+1}=\frac{\alpha_{1} y_{n}}{\beta_{1}+\gamma_{1} x_{n-1}}, \quad y_{n+1}=\frac{\alpha_{2} x_{n}}{\beta_{2}+\gamma_{2} y_{n-1}}, n=0,1,2, \ldots \tag{1}
\end{equation*}
$$

where $\alpha_{1}, \beta_{1}, \gamma_{1}, \alpha_{2}, \beta_{2}, \gamma_{2} \in(0, \infty)$ and the initial values $x_{-1}, x_{0}, y_{-1}, y_{0} \in(0, \infty)$. More precisely, we investigate the local asymptotic stability and global stability of equilibrium points, and the rate of convergence of positive solutions of the system (1) which converge to its equilibrium point.

## 2. Boundedness of the positive solutions of (1)

In the first result we will establish condition for the boundedness of every positive solution of the system (1).

Theorem 2.1. Assume that $\alpha_{1}, \beta_{1}, \gamma_{1}, \alpha_{2}, \beta_{2}, \gamma_{2}$ are positive constants such that

$$
\begin{equation*}
\alpha_{1} \alpha_{2} \leq \beta_{1} \beta_{2} \tag{2}
\end{equation*}
$$

then every positive solution $\left\{\left(x_{n}, y_{n}\right)\right\}$ of the system (1) is bounded.
Proof. For any positive solution $\left\{\left(x_{n}, y_{n}\right)\right\}$ of the system (1), it is clear that $x_{n}>0$ and $y_{n}>0$ forall $n=1,2, \ldots$, in which the initial values $x_{-1}, x_{0}, y_{-1}, y_{0}$ are positive real numbers.
From (1), we have
$x_{n+1} \leq \frac{\alpha_{1}}{\beta_{1}} y_{n} \leq \frac{\alpha_{1} \alpha_{2}}{\beta_{1} \beta_{2}} x_{n-1} \leq \frac{\alpha_{1} \alpha_{2}}{\beta_{1} \beta_{2}} \cdot \frac{\alpha_{1}}{\beta_{1}} y_{n-2} \leq\left(\frac{\alpha_{1} \alpha_{2}}{\beta_{1} \beta_{2}}\right)^{2} x_{n-3} \leq \ldots \leq\left(\frac{\alpha_{1} \alpha_{2}}{\beta_{1} \beta_{2}}\right)^{k} x_{n-2 k+1}$,
Therefore, we have

$$
\begin{equation*}
x_{n+1} \leq\left(\frac{\alpha_{1} \alpha_{2}}{\beta_{1} \beta_{2}}\right)^{k} x_{0}, \text { where } n=2 k-1, k=1,2,3, \ldots \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{n+1} \leq\left(\frac{\alpha_{1} \alpha_{2}}{\beta_{1} \beta_{2}}\right)^{k} x_{-1}, \text { where } n=2 k-2, k=1,2,3, \ldots \tag{5}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
y_{n+1} \leq\left(\frac{\alpha_{1} \alpha_{2}}{\beta_{1} \beta_{2}}\right)^{k} y_{0}, \text { where } n=2 k-1, k=1,2,3, \ldots \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{n+1} \leq\left(\frac{\alpha_{1} \alpha_{2}}{\beta_{1} \beta_{2}}\right)^{k} y_{-1}, \text { where } n=2 k-2, k=1,2,3, \ldots \tag{7}
\end{equation*}
$$

Hence, from (33) the proof is completed.

## 3. Global behavior

In the following, we state some main definitions used in this paper.
Let $I, J$ be some intervals of real numbers and let

$$
\begin{equation*}
f: I^{2} \times J^{2} \longrightarrow I \text { and } g: I^{2} \times J^{2} \longrightarrow J \tag{8}
\end{equation*}
$$

are continuously differentiable functions. Then, for all initial values $\left(x_{-1}, x_{0}, y_{-1}, y_{0}\right) \in$ $I^{2} \times J^{2}$, the system of difference equations

$$
\begin{equation*}
x_{n+1}=f\left(x_{n}, x_{n-1}, y_{n}, y_{n-1}\right), y_{n+1}=g\left(x_{n}, x_{n-1}, y_{n}, y_{n-1}\right), n=0,1,2, \ldots \tag{9}
\end{equation*}
$$

has a unique solution $\left\{\left(x_{n}, y_{n}\right)\right\}_{n=1}^{\infty}$.
Definition 3.1. A point $(\bar{x}, \bar{y})$ is called an equilibrium point of the system (9) if

$$
\begin{equation*}
\bar{x}=f(\bar{x}, \bar{x}, \bar{y}, \bar{y}), \bar{y}=g(\bar{x}, \bar{x}, \bar{y}, \bar{y}) \tag{10}
\end{equation*}
$$

Definition 3.2. 9, 17] Let $(\bar{x}, \bar{y})$ be an equilibrium point of the system (9).
i) An equilibrium point $(\bar{x}, \bar{y})$ is said to be stable if for every $\epsilon>0$ there exists $\delta>0$ such that for every initial point $\left(x_{i}, y_{i}\right), i \in\{-1,0\}$ if $\sum_{i=-1}^{0} \|\left(x_{i}, y_{i}\right)-$ $(\bar{x}, \bar{y}) \|<\delta$ implies $\left\|\left(x_{n}, y_{n}\right)-(\bar{x}, \bar{y})\right\|<\epsilon$ for all $n>0$. An equilibrium point $(\bar{x}, \bar{y})$ is said to be unstable if it is not stable (the Euclidean norm in $R^{2}$ given by $\|(x, y)\|=\sqrt{x^{2}+y^{2}}$ is denoted by $\left.\|\cdot\|\right)$.
ii) An equilibrium point $(\bar{x}, \bar{y})$ is said to be asymptotically stable if there exists $\eta>0$ such that $\sum_{i=-1}^{0}\left\|\left(x_{i}, y_{i}\right)-(\bar{x}, \bar{y})\right\|<\eta$ and $\left(x_{n}, y_{n}\right) \rightarrow(\bar{x}, \bar{y})$ as $n \rightarrow \infty$.
iii) An equilibrium point $(\bar{x}, \bar{y})$ is called a global attractor if $\left(x_{n}, y_{n}\right) \rightarrow(\bar{x}, \bar{y})$ as $n \rightarrow \infty$.
iv) An equilibrium point $(\bar{x}, \bar{y})$ is called an asymptotic global attractor if it is global attractor and stable.

Definition 3.3. 9, 17] Let $(\bar{x}, \bar{y})$ be an equilibrium point of a map $F=\left(f, x_{n}, g, y_{n}\right)$, where $f$ and $g$ are continuously differentiable functions at $(\bar{x}, \bar{y})$. The linearized system of (9) about the equilibrium point $(\bar{x}, \bar{y})$ is given by

$$
X_{n+1}=F\left(X_{n}\right)=F_{J} X_{n}
$$

where $X_{n}=\left(\begin{array}{c}x_{n} \\ y_{n} \\ x_{n-1} \\ y_{n-1}\end{array}\right)$ and $F_{J}$ is a Jacobian matrix of the system (9) about the equilibrium point $(\bar{x}, \bar{y})$.

In order to corresponding linearized form of system (1) we consider the following transformation:

$$
\begin{equation*}
\left(x_{n}, y_{n}, x_{n-1}, y_{n-1}\right) \longrightarrow\left(f, g, f_{1}, g_{1}\right) \tag{11}
\end{equation*}
$$

where $f=x_{n+1}, g=y_{n+1}, f_{1}=x_{n}, g_{1}=y_{n}$. The linearized system of (1) about $(\bar{x}, \bar{y})$ is given by

$$
\begin{equation*}
Y_{n+1}=F_{J}(\bar{x}, \bar{y}) Y_{n} \tag{12}
\end{equation*}
$$

where $Y_{n}=\left(\begin{array}{c}x_{n} \\ y_{n} \\ x_{n-1} \\ y_{n-1}\end{array}\right)$ and the Jacobian matrix of the system 11) about the equilibrium point $(\bar{x}, \bar{y})$ is given by

$$
F_{J}(\bar{x}, \bar{y})=\left(\begin{array}{cccc}
0 & \frac{\alpha_{1}}{\beta_{1}+\gamma_{1} \bar{x}} & \frac{-\gamma_{1} \bar{x}}{\beta_{1}+\gamma_{1} \bar{x}} & 0  \tag{13}\\
\frac{\alpha_{2}}{\beta_{2}+\gamma_{2} \bar{y}} & 0 & 0 & \frac{-\gamma_{2} \bar{y}}{\beta_{2}+\gamma_{2} \bar{y}} \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right)
$$

The following results will be useful in the sequel.
Lemma 3.1. [9] Assume that $X_{n+1}=F\left(X_{n}\right), n=0,1,2, \ldots$, is a system of difference equations such that $\bar{X}$ is a fixed point of $F$. If all eigenvalues of Jacobian matrix $F_{J}$ about $\bar{X}$ lie inside the open unit disk $|\lambda|<1$, then $\bar{X}$ is locally asymptotically stable. If one of them has a modulus greater than one, then $\bar{X}$ is unstable.

Lemma 3.2. 4] Assume that $q_{0}, q_{1}, \ldots, q_{k}$ are real numbers such that

$$
\left|q_{0}\right|+\left|q_{1}\right|+\ldots+\left|q_{k}\right|<1
$$

Then all roots of the equation

$$
\lambda^{k+1}+q_{0} \lambda^{k}+\ldots+q_{k-1} \lambda+q_{k}=0
$$

lie inside the unit disk.
The next theorem will show the existence of zero equilibrium and establish the condition for existence of positive equilibrium of the system (1).

Theorem 3.3. Suppose that $\alpha_{1}, \beta_{1}, \gamma_{1}, \alpha_{2}, \beta_{2}, \gamma_{2}$ are positive constants which satisfy

$$
\begin{equation*}
\alpha_{1} \alpha_{2}>\beta_{1} \beta_{2} \tag{14}
\end{equation*}
$$

Then the system (1) has a zero equilibrium $(0,0)$ and a positive equilibrium $(\bar{x}, \bar{y})$, otherwise, the system (1) has a unique zero equilibrium ( 0,0 ).

Proof. We consider the following system of algebraic equations:

$$
\begin{equation*}
x=\frac{\alpha_{1} y}{\beta_{1}+\gamma_{1} x}, y=\frac{\alpha_{2} x}{\beta_{2}+\gamma_{2} y} . \tag{15}
\end{equation*}
$$

From (15), we obtain:

$$
\begin{equation*}
x=0 \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
a x^{3}+b x^{2}+c x+d=0 \tag{17}
\end{equation*}
$$

where $a=\gamma_{1}^{2} \gamma_{2}, b=2 \beta_{1} \gamma_{1} \gamma_{2}, c=\alpha_{1} \beta_{2} \gamma_{1}+\beta_{1}^{2} \gamma_{2}, d=\alpha_{1}\left(\beta_{1} \beta_{2}-\alpha_{1} \alpha_{2}\right)$.
From (16), $x=0$ follows $y=0$. Hence, $(0,0)$ is a solution of (15), so $(0,0)$ is an equilibrium of (1).

We consider the function

$$
\begin{equation*}
F(x)=a x^{3}+b x^{2}+c x+d \tag{18}
\end{equation*}
$$

Since $(14)$ holds, then from $\sqrt{18}$ we have:

$$
\begin{equation*}
F(0)=d=\alpha_{1}\left(\beta_{1} \beta_{2}-\alpha_{1} \alpha_{2}\right)<0 \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{x \rightarrow+\infty} F(x)=+\infty \tag{20}
\end{equation*}
$$

From (18) we have:

$$
\begin{equation*}
F^{\prime}(x)=3 a x^{2}+2 b x+c>0 \text { for all } x \geq 0 \tag{21}
\end{equation*}
$$

From (21) implies that $F(x)$ is increasing function on $[0, \infty)$. Moreover, from 19 ) and (21) we can conclude that the equation 17) has a unique positive solution. If 14 does not hold, it means that $d>0$ or $d=0$, then $F(x)>0$ for all $x \geq 0$ as $d>0$ or $F(x)=0$ has only one root $x=0$ as $d=0$. The proof of the theorem is completed.

In the next theorem we will study the asymptotic behavior of the positive solutions of (1). The next lemma is a slight modification of Theorem 1.16 of [11] and for readers convenience we state it without its proof.

Lemma 3.4. Let $f: \mathbb{R}^{+} \times \mathbb{R}^{+} \longrightarrow \mathbb{R}^{+}, g: \mathbb{R}^{+} \times \mathbb{R}^{+} \longrightarrow \mathbb{R}^{+}$be a continuous function, $\mathbb{R}^{+}=(0, \infty)$ and $a_{1}, b_{1}, a_{2}, b_{2}$ be positive numbers such that $a_{1}<$ $b_{1}, a_{2}<b_{2}$. Suppose that

$$
\begin{equation*}
f:\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right] \longrightarrow\left[a_{1}, b_{1}\right], g:\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right] \longrightarrow\left[a_{2}, b_{2}\right] \tag{22}
\end{equation*}
$$

In addition, assume that $f(x, y)$ (res. $g(x, y)$ ) is decreasing with respect to $x$ (res. y) for every $y$ (res. x) and increasing with respect to $y$ (res. x) for every $x$ (res. y). Finally suppose that if $m_{1}, M_{1}, m_{2}, M_{2}$ are real numbers such that

$$
\begin{equation*}
m_{1}=f\left(M_{1}, m_{2}\right), M_{1}=f\left(m_{1}, M_{2}\right), m_{2}=g\left(m_{1}, M_{2}\right), M_{2}=g\left(M_{1}, m_{2}\right) \tag{23}
\end{equation*}
$$

then $m_{1}=M_{1}$ and $m_{2}=M_{2}$. Then the following system of difference equations

$$
\begin{equation*}
x_{n+1}=f\left(x_{n-1}, y_{n}\right), y_{n+1}=g\left(x_{n}, y_{n-1}\right) \tag{24}
\end{equation*}
$$

has a unique positive equilibrium $(\bar{x}, \bar{y})$ such that $\lim _{n \rightarrow \infty}\left(x_{n}, y_{n}\right)=(\bar{x}, \bar{y})$.
Theorem 3.5. If (14) holds, then the system (1) has a unique positive equilibrium $(\bar{x}, \bar{y})$ which is global attractor.
Proof. From (1) we have

$$
\begin{equation*}
x_{n+1}=\frac{\alpha_{1} y_{n}}{\beta_{1}+\gamma_{1} x_{n-1}} \leq \frac{\alpha_{1} y_{n}}{\gamma_{1} x_{n-1}} \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{n+1}=\frac{\alpha_{2} x_{n}}{\beta_{2}+\gamma_{2} y_{n-1}} \leq \frac{\alpha_{2}}{\beta_{2}} x_{n} \tag{26}
\end{equation*}
$$

Then, from 25 and 26 we imply

$$
\begin{equation*}
x_{n+1} \leq \frac{\alpha_{1} y_{n}}{\gamma_{1} x_{n-1}} \leq \frac{\alpha_{1}}{\gamma_{1} x_{n-1}} \frac{\alpha_{2}}{\beta_{2}} x_{n-1}=\frac{\alpha_{1} \alpha_{2}}{\beta_{2} \gamma_{1}} \tag{27}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
x_{n} \in\left[0, \frac{\alpha_{1} \alpha_{2}}{\beta_{2} \gamma_{1}}\right], n=2,3,4, \ldots \tag{28}
\end{equation*}
$$

Argue similarly, we have

$$
\begin{equation*}
y_{n} \in\left[0, \frac{\alpha_{1} \alpha_{2}}{\beta_{1} \gamma_{2}}\right], n=2,3,4, \ldots \tag{29}
\end{equation*}
$$

Now we consider two following functions

$$
\begin{equation*}
f(x, y)=\frac{\alpha_{1} y}{\beta_{1}+\gamma_{1} x}, g(x, y)=\frac{\alpha_{2} x}{\beta_{2}+\gamma_{2} y} . \tag{30}
\end{equation*}
$$

It is easy to see that $f(x, y)$ is decreasing with respect to $x$ for every $y$ and increasing with respect to $y$ for every $x ; g(x, y)$ is decreasing with respect to $y$ for every $x$ and increasing with respect to $x$ for every $y$. Moreover, $f: I \times J \longrightarrow I, g: I \times J \longrightarrow J$, where $I=\left[0, \frac{\alpha_{1} \alpha_{2}}{\beta_{2} \gamma_{1}}\right]$ and $J=\left[0, \frac{\alpha_{1} \alpha_{2}}{\beta_{1} \gamma_{2}}\right]$.
Let $m_{1}, M_{1}, m_{2}, M_{2}$ be positive real numbers such that

$$
\begin{align*}
& m_{1}=f\left(M_{1}, m_{2}\right), M_{1}=f\left(m_{1}, M_{2}\right) \\
& m_{2}=g\left(m_{1}, M_{2}\right), M_{2}=g\left(M_{1}, m_{2}\right) \tag{31}
\end{align*}
$$

It means that

$$
\begin{equation*}
m_{1}=\frac{\alpha_{1} m_{2}}{\beta_{1}+\gamma_{1} M_{1}}, \quad M_{1}=\frac{\alpha_{1} M_{2}}{\beta_{1}+\gamma_{1} m_{1}} \tag{32}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{2}=\frac{\alpha_{2} m_{1}}{\beta_{2}+\gamma_{2} M_{2}}, \quad M_{2}=\frac{\alpha_{2} M_{1}}{\beta_{2}+\gamma_{2} m_{2}} . \tag{33}
\end{equation*}
$$

From (32) we have

$$
\begin{equation*}
\beta_{1} m_{1}+\gamma_{1} m_{1} M_{1}=\alpha_{1} m_{2} \tag{34}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{1} M_{1}+\gamma_{1} m_{1} M_{1}=\alpha_{1} M_{2} \tag{35}
\end{equation*}
$$

By subtracting (35) from we obtain

$$
\begin{equation*}
\beta_{1}\left(m_{1}-M_{1}\right)=\alpha_{1}\left(m_{2}-M_{2}\right) \tag{36}
\end{equation*}
$$

Similarly, from (33) we have

$$
\begin{equation*}
\beta_{2}\left(m_{2}-M_{2}\right)=\alpha_{2}\left(m_{1}-M_{1}\right) \tag{37}
\end{equation*}
$$

Moreover, from (36) and (37) we imply

$$
\begin{equation*}
\frac{\alpha_{1} \alpha_{2}-\beta_{1} \beta_{2}}{\alpha_{1}}\left(m_{1}-M_{1}\right)=0 \tag{38}
\end{equation*}
$$

Because (14) holds, then from (38) we have $m_{1}=M_{1}$, and as consequence, from (37) follows $m_{2}=M_{2}$. By using Lemma 3.4 , we complete the proof of this theorem.

Theorem 3.6. Assume that

$$
\begin{equation*}
\alpha_{1} \alpha_{2}<\beta_{1} \beta_{2} \tag{39}
\end{equation*}
$$

then the zero equilibrium $(0,0)$ is globally asymptotically stable, and if 14 holds then the zero equilibrium $(0,0)$ is unstable.

Proof. The characteristic polynomial of Jacobian matrix $F_{J}(\bar{x}, \bar{y})$ about $(\bar{x}, \bar{y})$ is given by
$P(\lambda)=\lambda^{4}+\left[\frac{\gamma_{2} \bar{y}}{\beta_{2}+\gamma_{2} \bar{y}}-\frac{\gamma_{1} \bar{x}}{\beta_{1}+\gamma_{1} \bar{x}}-\frac{\alpha_{1} \alpha_{2}}{\left(\beta_{1}+\gamma_{1} \bar{x}\right)\left(\beta_{2}+\gamma_{2} \bar{y}\right)}\right] \lambda^{2}+\frac{\gamma_{1} \gamma_{2} \bar{x} \bar{y}}{\left(\beta_{1}+\gamma_{1} \bar{x}\right)\left(\beta_{2}+\gamma_{2} \bar{y}\right)}$.
When $(\bar{x}, \bar{y})=(0,0)$, we have

$$
\begin{equation*}
P_{(0,0)}(\lambda)=\lambda^{4}-\frac{\alpha_{1} \alpha_{2}}{\beta_{1} \beta_{2}} \lambda^{2} . \tag{40}
\end{equation*}
$$

The equation $P_{(0,0)}(\lambda)=0$ has four roots which are $\lambda_{1}=0, \lambda_{2}=0, \lambda_{3}=\sqrt{\frac{\alpha_{1} \alpha_{2}}{\beta_{1} \beta_{2}}}$ and $\lambda_{4}=-\sqrt{\frac{\alpha_{1} \alpha_{2}}{\beta_{1} \beta_{2}}}$.
If (39) holds, we can see that $\left|\lambda_{1}\right|=\left|\lambda_{2}\right|=0<1$ and $\left|\lambda_{3}\right|=\left|\lambda_{4}\right|=\sqrt{\frac{\alpha_{1} \alpha_{2}}{\beta_{1} \beta_{2}}}<1$,
and it follows from Lemma 3.1 that the zero equilibrium point $(0,0)$ of the system (1) is locally asymptotically stable. Moreover, because (39) holds and from (4)(7) we have $\lim _{n \rightarrow \infty} x_{n}=0$ and $\lim _{n \rightarrow \infty} y_{n}=0$. Hence, the zero equilibrium point $(0,0)$ is globally asymptotically stable. If $(14)$ holds, then $\left|\lambda_{3}\right|>1$, it follows that the zero equilibrium point $(0,0)$ is unstable. This completes the proof.

## 4. Rate of convergence

In this section, firstly we will establish the rate of convergence of a solution that converges to the equilibrium $E=(\bar{x}, \bar{y})$ of the systems (1), and then we imply the result for the case in which the solution of (1) converges to the equilibrium $O=(0,0)$. The rate of convergence of solutions that converge to an equilibrium has been obtained for some two-dimensional systems in [19] and [20].

The following results give the rate of convergence of solutions of a system of difference equations

$$
\begin{equation*}
\mathbf{x}_{n+1}=[A+B(n)] \mathbf{x}_{n} \tag{42}
\end{equation*}
$$

where $\mathbf{x}_{n}$ is a $k$-dimensional vector, $A \in C^{k \times k}$ is a constant matrix, and $B: Z^{+} \longrightarrow$ $C^{k \times k}$ is a matrix function satisfying

$$
\begin{equation*}
\|B(n)\| \rightarrow 0 \text { when } n \rightarrow \infty \tag{43}
\end{equation*}
$$

where $\|$.$\| denotes any matrix norm which is associated with the vector norm; \|$. also denotes the Euclidean norm in $R^{2}$ given by

$$
\begin{equation*}
\|\mathbf{x}\|=\|(x, y)\|=\sqrt{x^{2}+y^{2}} . \tag{44}
\end{equation*}
$$

Theorem 4.1. (23) Assume that condition (43) holds. If $\mathbf{x}_{n}$ is a solution of system (42), then either $\mathbf{x}_{n}=0$ for all large $n$ or

$$
\rho=\lim _{n \rightarrow \infty} \sqrt[n]{\left\|\mathbf{x}_{n}\right\|}
$$

exists and is equal to the modulus of one of the eigenvalues of matrix $A$.
Theorem 4.2. (23]) Assume that condition 43) holds. If $\mathbf{x}_{n}$ is a solution of system 42), then either $\mathbf{x}_{n}=0$ for all large $n$ or

$$
\rho=\lim _{n \rightarrow \infty} \frac{\left\|\mathbf{x}_{n+1}\right\|}{\left\|\mathbf{x}_{n}\right\|}
$$

exists and is equal to the modulus of one of the eigenvalues of matrix $A$.
Now we will state and prove the main result of this section.
Theorem 4.3. Assume that $\left\{\left(x_{n}, y_{n}\right)\right\}$ is a positive solution of the system (1) such that $\lim _{n \rightarrow \infty} x_{n}=\bar{x}, \lim _{n \rightarrow \infty} y_{n}=\bar{y}$. Then the error vector

$$
\mathbf{e}_{n}=\left(\begin{array}{c}
e_{n}^{1} \\
e_{n}^{2} \\
e_{n-1}^{1} \\
e_{n-1}^{2}
\end{array}\right)=\left(\begin{array}{c}
x_{n}-\bar{x} \\
y_{n}-\bar{y} \\
x_{n-1}-\bar{x} \\
y_{n-1}-\bar{y}
\end{array}\right)
$$

of every solution $\left(x_{n}, y_{n}\right) \neq(\bar{x}, \bar{y})$ of (1) satisfies both of the following asymptotic relations:

$$
\lim _{n \rightarrow \infty} \sqrt[n]{\left\|\mathbf{e}_{n}\right\|}=\left|\lambda_{i}\left(J_{F}(\bar{x}, \bar{y})\right)\right| \text { for some } i \in\{1,2,3,4\}
$$

and

$$
\lim _{n \rightarrow \infty} \frac{\left\|\mathbf{e}_{n+1}\right\|}{\left\|\mathbf{e}_{n}\right\|}=\left|\lambda_{i}\left(J_{F}(\bar{x}, \bar{y})\right)\right| \text { for some } i \in\{1,2,3,4\}
$$

where $\left|\lambda_{i}\left(J_{F}(\bar{x}, \bar{y})\right)\right|$ is equal to the modulus of one of the eigenvalues of the Jacobian matrix evaluated at the equilibrium $(\bar{x}, \bar{y})$.
Proof. Let $\left\{\left(x_{n}, y_{n}\right)\right\}$ be an arbitrary positive solution of the system (1) such that $\lim _{n \rightarrow \infty} x_{n}=\bar{x}, \lim _{n \rightarrow \infty} y_{n}=\bar{y}$. Firstly, we will find a system satisfied by the error terms, which are given as

$$
\begin{align*}
x_{n+1}-\bar{x} & =\frac{\alpha_{1} y_{n}}{\beta_{1}+\gamma_{1} x_{n-1}}-\frac{\alpha_{1} \bar{y}}{\beta_{1}+\gamma_{1} \bar{x}}=\frac{\alpha_{1} y_{n}\left(\beta_{1}+\gamma_{1} \bar{x}\right)-\alpha_{1} \bar{y}\left(\beta_{1}+\gamma_{1} x_{n-1}\right)}{\left(\beta_{1}+\gamma_{1} x_{n-1}\right)\left(\beta_{1}+\gamma_{1} \bar{x}\right)} \\
& =\frac{\alpha_{1}\left(\beta_{1}+\gamma_{1} \bar{x}\right)}{\left(\beta_{1}+\gamma_{1} x_{n-1}\right)\left(\beta_{1}+\gamma_{1} \bar{x}\right)}\left(y_{n}-\bar{y}\right)-\frac{\alpha_{1} \gamma_{1} \bar{y}}{\left(\beta_{1}+\gamma_{1} x_{n-1}\right)\left(\beta_{1}+\gamma_{1} \bar{x}\right)}\left(x_{n-1}-\bar{x}\right) \tag{45}
\end{align*}
$$

and

$$
\begin{align*}
y_{n+1}-\bar{y} & =\frac{\alpha_{2} x_{n}}{\beta_{2}+\gamma_{2} y_{n-1}}-\frac{\alpha_{2} \bar{x}}{\beta_{2}+\gamma_{2} \bar{y}}=\frac{\alpha_{2} x_{n}\left(\beta_{2}+\gamma_{2} \bar{y}\right)-\alpha_{2} \bar{x}\left(\beta_{2}+\gamma_{2} y_{n-1}\right)}{\left(\beta_{2}+\gamma_{2} y_{n-1}\right)\left(\beta_{2}+\gamma_{2} \bar{y}\right)} \\
& =\frac{\alpha_{2}\left(\beta_{2}+\gamma_{2} \bar{y}\right)}{\left(\beta_{2}+\gamma_{2} y_{n-1}\right)\left(\beta_{2}+\gamma_{2} \bar{y}\right)}\left(x_{n}-\bar{x}\right)-\frac{\alpha_{2} \gamma_{2} \bar{x}}{\left(\beta_{2}+\gamma_{2} y_{n-1}\right)\left(\beta_{2}+\gamma_{2} \bar{y}\right)}\left(y_{n-1}-\bar{y}\right) . \tag{46}
\end{align*}
$$

Let $e_{n}^{1}=x_{n}-\bar{x}$ and $e_{n}^{2}=y_{n}-\bar{y}$, then from 45 and we have:

$$
\begin{aligned}
& e_{n+1}^{1}=p_{n} e_{n}^{2}+q_{n} e_{n-1}^{1}, \\
& e_{n+1}^{2}=r_{n} e_{n}^{1}+s_{n} e_{n-1}^{2},
\end{aligned}
$$

where

$$
\begin{aligned}
p_{n} & =\frac{\alpha_{1}\left(\beta_{1}+\gamma_{1} \bar{x}\right)}{\left(\beta_{1}+\gamma_{1} x_{n-1}\right)\left(\beta_{1}+\gamma_{1} \bar{x}\right)}, \\
q_{n} & =-\frac{\alpha_{1} \gamma_{1} \bar{y}}{\left(\beta_{1}+\gamma_{1} x_{n-1}\right)\left(\beta_{1}+\gamma_{1} \bar{x}\right)}, \\
r_{n} & =\frac{\alpha_{2}\left(\beta_{2}+\gamma_{2} \bar{y}\right)}{\left(\beta_{2}+\gamma_{2} y_{n-1}\right)\left(\beta_{2}+\gamma_{2} \bar{y}\right)}, \\
s_{n} & =-\frac{\alpha_{2} \gamma_{2} \bar{x}}{\left(\beta_{2}+\gamma_{2} y_{n-1}\right)\left(\beta_{2}+\gamma_{2} \bar{y}\right)}
\end{aligned}
$$

Taking the limmits of $p_{n}, q_{n}, r_{n}$ and $s_{n}$ as $n \rightarrow \infty$, we obtain

$$
\begin{aligned}
\lim _{n \rightarrow \infty} p_{n} & =\frac{\alpha_{1}}{\left(\beta_{1}+\gamma_{1} \bar{x}\right)}, \lim _{n \rightarrow \infty} q_{n}=-\frac{\alpha_{1} \gamma_{1} \bar{y}}{\left(\beta_{1}+\gamma_{1} \bar{x}\right)^{2}}, \\
\lim _{n \rightarrow \infty} r_{n} & =\frac{\alpha_{2}}{\left(\beta_{2}+\gamma_{2} \bar{y}\right)}, \lim _{n \rightarrow \infty} s_{n}=-\frac{\alpha_{2} \gamma_{2} \bar{x}}{\left(\beta_{2}+\gamma_{2} \bar{y}\right)^{2}} .
\end{aligned}
$$

that is

$$
\begin{aligned}
& p_{n}=\frac{\alpha_{1}}{\left(\beta_{1}+\gamma_{1} \bar{x}\right)}+\delta_{n}, q_{n}=-\frac{\alpha_{1} \gamma_{1} \bar{y}}{\left(\beta_{1}+\gamma_{1} \bar{x}\right)^{2}}+\eta_{n} \\
& r_{n}=\frac{\alpha_{2}}{\left(\beta_{2}+\gamma_{2} \bar{y}\right)}+\theta_{n}, s_{n}=-\frac{\alpha_{2} \gamma_{2} \bar{x}}{\left(\beta_{2}+\gamma_{2} \bar{y}\right)^{2}}+\zeta_{n}
\end{aligned}
$$

where $\delta_{n} \rightarrow 0, \eta_{n} \rightarrow 0, \theta_{n} \rightarrow 0$ and $\zeta_{n} \rightarrow 0$ as $n \rightarrow \infty$.
Now, we have system of the form 42):

$$
\mathbf{e}_{n+1}=(A+B(n)) \mathbf{e}_{n},
$$

where

$$
\begin{gathered}
A=\left(\begin{array}{cccc}
0 & \frac{\alpha_{1}}{\left(\beta_{1}+\gamma_{1} \bar{x}\right)} & -\frac{\alpha_{1} \gamma_{1} \bar{y}}{\left(\beta_{1}+\gamma_{1} \bar{x}\right)^{2}} & 0 \\
\frac{\alpha_{2}}{\left(\beta_{2}+\gamma_{2} \bar{y}\right)} & 0 & 0 & -\frac{\alpha_{2} \gamma_{2} \bar{x}}{\left(\beta_{2}+\gamma_{2} \bar{y}\right)^{2}} \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right), \\
B(n)=\left(\begin{array}{cccc}
0 & \delta_{n} & \eta_{n} & 0 \\
\theta_{n} & 0 & 0 & \zeta_{n} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
\end{gathered}
$$

and

$$
\|B(n)\| \rightarrow 0 \text { as } n \rightarrow \infty
$$

Thus, the limiting system of error terms can be written as:

$$
\left(\begin{array}{c}
e_{n+1}^{1} \\
e_{n+1}^{2} \\
e_{n}^{1} \\
e_{n}^{2}
\end{array}\right)=A\left(\begin{array}{c}
e_{n}^{1} \\
e_{n}^{2} \\
e_{n-1}^{1} \\
e_{n-1}^{2}
\end{array}\right)
$$

The system is exactly linearized system of (1) evaluated at the equilibrium $E=$ $(\bar{x}, \bar{y})$. Then from Theorem 4.1 and Theorem 4.2 we can imply the result.

In case the equilibrium is $O=(0,0)$, we have the following result.
Theorem 4.4. Assume that (39) holds. Then the error vector of every solution $\left(x_{n}, y_{n}\right) \neq(0,0)$ of (1) satisfies both of the following asymptotic relations:
$\lim _{n \rightarrow \infty} \sqrt[n]{\left\|\mathbf{e}_{n}\right\|}=\lim _{n \rightarrow \infty} \sqrt{x_{n}^{2}+y_{n}^{2}+x_{n-1}^{2}+y_{n-1}^{2}}=\left|\lambda_{i}\left(J_{F}(0,0)\right)\right|$ for some $i \in\{1,2,3,4\}$ and
$\lim _{n \rightarrow \infty} \frac{\left\|\mathbf{e}_{n+1}\right\|}{\left\|\mathbf{e}_{n}\right\|}=\lim _{n \rightarrow \infty} \sqrt{\frac{x_{n+1}^{2}+y_{n+1}^{2}+x_{n}^{2}+y_{n}^{2}}{x_{n}^{2}+y_{n}^{2}+x_{n-1}^{2}+y_{n-1}^{2}}}=\left|\lambda_{i}\left(J_{F}(0,0)\right)\right|$ for some $i \in\{1,2,3,4\}$
where $\left|\lambda_{i}\left(J_{F}(0,0)\right)\right|$ is equal to the modulus of one of the eigenvalues of the Jacobian matrix evaluated at the equilibrium $J_{F}(0,0)$ i.e. $\lambda_{i} \in\left\{-\sqrt{\frac{\alpha_{1} \alpha_{2}}{\beta_{1} \beta_{2}}}, 0, \sqrt{\frac{\alpha_{1} \alpha_{2}}{\beta_{1} \beta_{2}}}\right\}$.
5. Periodic nature of solutions of (1)

Theorem 5.1. Assume that (33) holds, then system (1) has no positive solutions of prime period two.

Proof. We suppose contrarily that the system (1) has a distinctive prime period-two positive solutions:

$$
\begin{equation*}
\ldots,\left(p_{1}, q_{1}\right),\left(p_{2}, q_{2}\right),\left(p_{1}, q_{1}\right),\left(p_{2}, q_{2}\right), \ldots, \tag{47}
\end{equation*}
$$

where $p_{1}, p_{2}, q_{1}, q_{2}$ are positive real numbers and $p_{1} \neq p_{2}, q_{1} \neq q_{2}$. Then, from system (11), we have:

$$
\begin{equation*}
p_{1}=\frac{\alpha_{1} q_{2}}{\beta_{1}+\gamma_{1} p_{1}}, p_{2}=\frac{\alpha_{1} q_{1}}{\beta_{1}+\gamma_{1} p_{2}} \tag{48}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{1}=\frac{\alpha_{2} p_{2}}{\beta_{2}+\gamma_{2} q_{1}}, q_{2}=\frac{\alpha_{2} p_{1}}{\beta_{2}+\gamma_{2} q_{2}} \tag{49}
\end{equation*}
$$

From (48) and 49), we get:

$$
\begin{align*}
& \beta_{1} p_{1}+\gamma_{1} p_{1}^{2}=\alpha_{1} q_{2}  \tag{50}\\
& \beta_{1} p_{2}+\gamma_{1} p_{2}^{2}=\alpha_{1} q_{1}  \tag{51}\\
& \beta_{2} q_{1}+\gamma_{2} q_{1}^{2}=\alpha_{2} p_{2}  \tag{52}\\
& \beta_{2} q_{2}+\gamma_{2} q_{2}^{2}=\alpha_{2} p_{1} \tag{53}
\end{align*}
$$

On subtracting (50) and (51) we obtain:

$$
\begin{equation*}
\left[\beta_{1}+\gamma_{1}\left(p_{1}+p_{2}\right)\right]\left(p_{1}-p_{2}\right)=\alpha_{1}\left(q_{2}-q_{1}\right) \tag{54}
\end{equation*}
$$

Similarly, by subtracting (52) and (53) we have:

$$
\begin{equation*}
\left[\beta_{2}+\gamma_{2}\left(q_{1}+q_{2}\right)\right]\left(q_{1}-q_{2}\right)=\alpha_{2}\left(p_{2}-p_{1}\right) \tag{55}
\end{equation*}
$$

From (54) and 55 we can imply:

$$
\begin{equation*}
\left\{\left[\beta_{1}+\gamma_{1}\left(p_{1}+p_{2}\right)\right]\left[\beta_{2}+\gamma_{2}\left(q_{1}+q_{2}\right)\right]-\alpha_{1} \alpha_{2}\right\}\left(q_{1}-q_{2}\right)=0 \tag{56}
\end{equation*}
$$

Because of (33), we can see that

$$
\begin{equation*}
\left[\beta_{1}+\gamma_{1}\left(p_{1}+p_{2}\right)\right]\left[\beta_{2}+\gamma_{2}\left(q_{1}+q_{2}\right)\right]-\alpha_{1} \alpha_{2}>0 \tag{57}
\end{equation*}
$$

Hence, from (56) follows $q_{1}=q_{2}$, and $p_{1}=p_{2}$ as a consequence from (55), which is a contradiction. This completes the proof of the theorem.

## 6. Examples

In order to verify our theoretical results and to support our theoretical discussion, we consider several interesting numerical examples. These examples represent different types of qualitative behavior of solutions of the systems (1). All plots in this section are drawn with Matlab.

Example 6.1. Let $\alpha_{1}=1.7, \beta_{1}=1.6, \gamma_{1}=0.06, \alpha_{2}=26, \beta_{2}=21, \gamma_{2}=0.03$. We can see that $\alpha_{1} \alpha_{2}>\beta_{1} \beta_{2}$, so the condition (14) holds, according to Theorem 3.5 we follow the system (1) has a unique positive equilibrium $(\bar{x}, \bar{y})$, which is global attractor. The system (1) can be written as

$$
\begin{equation*}
x_{n+1}=\frac{1.7 y_{n}}{1.6+0.06 x_{n-1}}, y_{n+1}=\frac{26 x_{n}}{21+0.03 y_{n-1}} \tag{58}
\end{equation*}
$$

with initial conditions $x_{-1}=0.8, x_{0}=0.3, y_{-1}=0.004$ and $y_{0}=0.008$.
In this case, the unique positive equilibrium point of the system (1) is $(\bar{x}, \bar{y})=$ (7.9327, 9.6871), which is global attractor. In Figure 1, the plot of $x_{n}$ is shown in Figure 1 (a), the plot of $y_{n}$ is shown in Figure 1 (b), and a phase portrait of the system (58) is shown in Figure 1 (c).

Example 6.2. Let $\alpha_{1}=14, \beta_{1}=17, \gamma_{1}=0.5, \alpha_{2}=18, \beta_{2}=21, \gamma_{2}=0.8$. We can see that the condition (39) of Theorem 3.6 is satisfied, i.e, $\alpha_{1} \alpha_{2}<\beta_{1} \beta_{2}$. The system (1) can be written as

$$
\begin{equation*}
x_{n+1}=\frac{14 y_{n}}{17+0.5 x_{n-1}}, \quad y_{n+1}=\frac{18 x_{n}}{21+0.8 y_{n-1}} \tag{59}
\end{equation*}
$$

with initial conditions $x_{-1}=0.18, x_{0}=0.2, y_{-1}=0.16$ and $y_{0}=0.03$.


(c) An attractor of the system 58

Figure 1. Plots for the system (58)


(c) An attractor of the system 59

Figure 2. Plots for the system (59)

In this case, the zero equilibrium point $O(0,0)$ is globally asymptotically stable. Moreover, in Figure 2, the plot of $x_{n}$ is shown in Figure 2 (a), the plot of $y_{n}$ is shown in Figure 2(b), and an attractor of the system (59) is shown in Figure 2 (c).
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