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Abstract 
   A three-dimensional Computational Fluid Dynamics (CFD) simulation for the beta-type Stirling engine is performed. 

Firstly, a thorough characterization of the thermal and fluid flow fields during the cycle is presented. Secondly, a 

comprehensive energy analysis for the engine is conducted to accurately identify the sources and magnitudes of 

thermodynamic losses. Computational results show a close agreement with the experimental results with an accuracy of 

about 96%. Within the compression and expansion spaces, the dominant heat transfer rates occur during the expansion 

strokes due to the significant impinging effect of the tumble vortices generated from the flow jetting. Furthermore, the 

jetting and ejecting processes into the regenerator is characterized by a significant temperature gradient and a large 

matrix temperature oscillation. The pressure difference between the expansion and compression spaces is the main 

driver for the flow leakage through the appendix gap. From the energy analysis, the regenerator thermal loss and the 

pumping power represent the largest part of the Stirling engine losses by about 9.2% and 7.5%, respectively. 
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1. Introduction  

   Fossil fuel still dominates the global energy market. 

According to the U.S. Energy Information 

Administration (EIA), fossil fuel supplies 80% of the 

world’s current energy [1]. However, the massive 

shortage of the fossil fuel resources, the fluctuations in 

fuel prices, and the severe environmental problems due 

to its combustion inevitably lead to reduce our 

dependence on this type of energy source and widening 

use of renewable energy resources. In this regard, 

Stirling engine has especially emerged as a promising 

option among numerous power generation applications. 

Its ability of being powered using a wide variety of 

renewable resources such as solar, geothermal and 

biomass [2], besides the conventional heat sources, gives 

Stirling engine a high level of reliability.  

   For a long time, the difficulty of modeling the real 

Stirling engine was one of the most common reasons of 

its precluding. The highly transient phenomena and the 

complexity of the losses mechanisms occurring within 

this engine are considered challenges facing any trial for 

accurate simulation. According to the degree of 

complexity, Martini [3] classified the models of Stirling 

engine as first-, second- and third-orders. Later, another 

category was added to Martini’s classification, namely 
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fourth-order models. The first-order models are simple 

analytical analyses which are usually used for the 

thermodynamic simulation of Stirling cycles, instead of 

simulating real engines [4]. Schmidt model, also called 

isothermal model, is one of the most common attempts 

under this type. In 1960, the adiabatic working spaces 

analysis, conducted by Finkelstein, substituted for the 

isothermal one [5]. Later, Urieli and Berchowitz further 

modified the analysis of the adiabatic model by 

implementing the effects of the imperfect processes 

within the engine, which is known as “Simple model” 

[6]. This model has become the base for the second-

order models. In this type of models, the engine volume 

is usually discretized into five cells (heater, regenerator, 

cooler, expansion and compression spaces). The ordinary 

differential form of the mass and energy conservation 

equations are applied to each cell considering the 

transient nature of the flow. Over the past decade, efforts 

have been made to improve the accuracy of the second-

order models. This is achieved by better characterization 

of the engine irreversibilities and losses [4, 7-11]. The 

third-order model, sometimes named nodal model, is 

another type of Stirling engine analysis. It is more 

complex than the second-order one and needs much 

more intensive numerical calculations. As, the engine 

volume is discretized into several control volumes of 

various sizes and shapes [12]. The partial differential 

form of conservation of mass, energy and momentum 

together with the equation of state of the working gas are 

applied for each control volume. Accordingly, the third-

order analysis has reasonably succeeded in describing 

the behavior of the gas dynamics inside the engine. 
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Moreover, fewer assumptions about the thermodynamic 

cycle and the coupling of loss mechanisms to the global 

analysis are made [13]. Finkelstein [14], Urieli et al. [15] 

and Tew [16] are the most famous models belonging to 

this category. These models have been the base for the 

subsequent models which incorporated enhanced 

features to achieve more accurate ones [17, 18]. 

   Although the second- and third-order models have 

achieved acceptable range of accuracy in Stirling engine 

modeling, there are some constraints that prevent 

achieving higher degrees of accuracy. The dependence 

on steady unidirectional flow rather than unsteady flow 

correlations, for heat transfer and fluid friction 

encountered in heat exchangers, may lead to the 

discrepancy in results [19]. Furthermore, the rates of heat 

transfer in compression and expansion spaces cannot be 

accurately predicted by the assumption of uniform 

temperature distribution and constant heat transfer 

coefficients which are usually adopted by several models 

[20]. More importantly, the flow maldistribution in 

engine components, sudden change of flow area, flow 

recirculation and other important features cannot be 

predicted using these zero- or one-dimensional models. 

Such features directly affect the whole engine 

performance [21]. All these issues supported the use of 

the multidimensional multiphysics Computational Fluid 

Dynamics (CFD) modeling, the so-called fourth-order 

models. Initially, the researchers developed specific two-

dimensional CFD codes for modeling Stirling engine 

components, such as piston-cylinder arrangement and 

regenerator [22, 23]. However, the difficulty of exact 

specification of the oscillating artificial boundary 

conditions weakened the confidence in the results of this 

method. Unfortunately, the initial attempts at whole 

engine simulation ended in unconverged solutions [24, 

25]. The pioneer researchers who came up with a fully 

converged solution of the whole Stirling engine, 

Mahkmov and Ingham [26], conducted an axisymmetric 

simulation of a solar Stirling engine. They presented the 

complexity of the fluid flow in the engine components. 

This, consequently, resulted in an accurate prediction of 

the engine performance compared with the second-order 

results. The validation of their CFD results was made 

afterwards [27], indicating an error in the power 

prediction of approximately 40%. On the other side, 

Ibrahim et al. [28] proposed another technique in CFD 

modeling of Stirling engine. As a preliminary step, they 

conducted the 2D simulation of each component in a 

free-piston Stirling engine separately. After reaching 

steady state results with good energy balance for each 

component, they integrated the whole engine. The 

researchers affirmed that this approach proved to be 

successful in cutting down the number of iterations as 

well as the number of cycles to reach a steady oscillatory 

solution. With the increasing recommendation of the 

three-dimensional modeling of Stirling engine, 

Mahkmov [29] succeeded for a first time in performing a 

3D CFD simulation to a γ-type Stirling engine. The 

predictions were about 12 – 18% different from the 

experimental data compared with 30% for the second-

order results. Recently, both research conducted by 

Salazar and Chen [20] and Chen et al. [30] on a simple 

β-type and γ-type, respectively, characterized the 

complex heat transfer mechanisms inside the engine.  In 

the most recent CFD investigation, by Alfarawi et al. 

[31], the maximum deviation in predicting the indicated 

power of a γ-type Stirling engine was about 9% 

compared to experimental results. The recirculation and 

vortex separation of velocity streamlines in the engine 

dead volumes were shown, indicating the reasons of the 

reduction in output power. 

   From the above survey, one can observe that the multi-

dimensional CFD analysis emerges as a more accurate 

technique for Stirling engine modeling compared with 

the second- and third-order analyses [27]. This is, 

besides, the successfulness of this technique in depiction 

and explanation of the real phenomena occurred in 

Stirling engine. Nevertheless, the phenomena related to 

the losses mechanisms are still uncovered. This is 

despite of the expected capability of a better 

characterization for these losses with the help of CFD 

simulations. Generally, the losses of Stirling engine can 

be mainly classified as flow, thermal and mechanical 

losses. The flow losses include the pumping, the power 

loss due to piston finite speed and the leakage from the 

piston seal. Whereas, hysteresis loss, regenerator heat 

loss, shuttle heat transfer by the displacer and enthalpy 

pumping losses through the appendix gap as well as heat 

conduction loss through the regenerator and the cylinder 

walls are classified as the thermal ones.  

   The current study firstly presents a comprehensive 

characterization of the thermal and fluid flow fields 

during the cycle. Secondly, the effects of the unsteady 

behaviors of both thermodynamic and fluid dynamic on 

the heat transfer phenomena and, consequently, the 

losses mechanisms are investigated. Finally, a thorough 

energy analysis of the engine is conducted to accurately 

identify the magnitudes of the different losses. Here, a 

three-dimensional CFD simulation is performed on a β-

type Stirling engine, namely Ground Power Unit-3 

(GPU-3). 

2. Description of Engine Geometry and 
Operating Conditions  
   One of the most famous Stirling engines of β-type is 

the Ground Power Unit-3 (GPU-3) engine. An isometric 

view with the main components of the GPU-3 Stirling 

engine is illustrated in Fig. 1.  
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   The main components of the engine include: cylinder, 

power piston, displacer piston, heater, regenerator, 

cooler, cooler-end connection and rhombic drive 

mechanism. The working space within the cylinder is 

divided into expansion and compression spaces which 

are separated by the displacer. The design specifications 

of the engine and the operating condition of the baseline   

case are summarized in Table 1. Further details of the 

engine description and specifications have been 

documented in [3, 32]. The rhombic drive mechanism, a 

special mechanism for the β-type Stirling engine, is also 

shown in Fig. 1. This mechanism does not produce 

sinusoidal volume variations. Hence, the exact functions 

of compression and expansion volumes are derived from 

kinematics of the drive mechanism and cylinder 

geometric parameters, as displayed in Fig. 2. 

 
Fig. 1 Isometric view of the GPU – 3 Stirling engine. 

   From the above figure, the displacement of the piston 

yp (θ) and displacer yd (θ) as a function of crank angle 

(θ) can be deduced as follows: 
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   The instantaneous velocities of the piston and 

displacer, vp (θ) and vd (θ), are then calculated by 

respectively differentiating Eqs. (1) and (2): 
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where ωr is the angular frequency, rad/s. Then, the actual 

volume variations of compression and expansion spaces, 

Vc (θ) and Ve (θ), respectively, are functions of the 

various geometric parameters of the engine and can be 

further written as: 
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where db is the mean bore of the cylinder. It should be 

noted that the current rhombic dive mechanism was 

designed with links of the same length, L. 

3. Governing Equations 

   In the present research, the flow is oscillatory, viscous, 

compressible and Newtonian. Considering a Cartesian 

coordinate system and decomposing the flow variables 

(velocity, temperature and pressure), into an ensemble-

averaged values, u, T and p and fluctuation, u  ,     and p  , 

the Unsteady Reynolds-Averaged Navier-Stokes 

(URANS) equations can be yielded, in tensor notation 

as: 

Equation for conservation of mass:                                                                           
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Equations for conservation of momentum: 
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where ρ, μ and λ are the density, the dynamic viscosity 

and the bulk viscosity coefficient, respectively. 

According to the Stokes hypothesis, λ can be written as 

[33]: 
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and δij is Kronecker-Delta operator which either equals 

one if i = j or zero if i ≠ j. 

   The Boussinesq approximation essentially assumed 

that the Reynolds stresses (     ́    ́̅̅ ̅̅ ̅̅ ) can be modelled 

using the turbulent viscosity, μt, which is analogous to 

molecular viscosity. Thus, the approximation is [34]: 
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where k is turbulent kinetic energy. 

Equation for conservation of energy: 
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where φ and E are the viscous dissipation term and the 

specific energy, respectively, while Keff is the effective 

thermal conductivity, defined as: 

                                           (12) 

where K and Kt is the laminar and turbulent thermal 

conductivity, respectively. Also,  ́  ́
̅̅ ̅̅  is the turbulent heat 

flux term and can be assumed as [34]: 

 ́   ́
̅̅ ̅̅ ̅̅      
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where αt is the turbulent diffusivity and usually related to 

eddy viscosity via a turbulent Prandtl number, Prt, [33]: 

    
  

    
                               (14) 

Table 1 Design specifications and operating condition of the GPU-3 Stirling engine, units in cm [3]. 

Cylinder contents      Tube length 4.61 

    Cylinder bore at liner (db) 6.99      Length exposed to cooling water 3.55 
    Displacer outer diameter 6.96     Tube inner diameter 0.108 

    Displacer wall thickness 0.159     Number of tubes per regenerator 39 

    Displacer total length (Ld) 9.04 Cooler end connection  
    Displacer and piston stroke  3.12     Connecting duct length  1.59 

    Piston top diameter 6.448     Connecting duct inner diameter 0.597 

    Piston total length (Lp) 5.876     Cooler end caps volume (cm3) 2.77 
    Height from gears center to cylinder top wall (Ltot) 31.19 Drive mechanism  

Heater      Link length (L) 4.6 
    Tube length (cylinder side) 11.64     Crank radius (Rc) 1.38 

    Tube length (regenerator side) 12.89     Eccentricity (e) 2.08 

     Length exposed to heat source 7.77     Piston rod length (Lpcr) 9.33 
    Tube inside diameter 0.302     Displacer rod length (Ldcr) 24.4 

    Number of tubes per regenerator 5 Operating condition  

Regenerator      Working fluid Hydrogen 
    Housing inner diameter and length 2.26     Engine speed 3500 rpm 

    Wire diameter (dw) 0.004     Mean pressure of compression space 6.92 MPa 

    Porosity (γ) 0.697     Average gas temperature in heater 950 K 

Cooler      Metal-wall temperature of Cooler  293K 

 
Fig. 2 Kinematic analysis of the rhombic drive mechanism: (a) dimension definitions and (b) displacement variations of 

piston and displacer versus crank angle. 

   In the above equations, ur is the relative velocity 

between fluid and local moving frame [30]. This 

relative velocity is applied in zones that are deformed 

due to the movement of piston and displacer. Here, it is 

worth mentioning that the effect of viscous dissipation 

term, φ, on the temperature in Eq. (11) can be ignored 

compared with the effect of heat transfer and 

compression during the cycle [29]. Also, the turbulent 

viscosity, μt, is defined according to the URANS model 

being used. Among the different models, the realizable 

k-ε model with enhanced wall treatment produces the 

most accurate predictions for engine performance [32]. 

Hence it is used in the current study. The equations of 

this model can be found in Ref. [32].  

Equations of State 

   The working fluid is considered ideal gas. Therefore, 

it obeys the equation of state: 

                                          (15) 

where m and R are the mass and the gas constant, 

respectively. 

3.1 Regenerator Equations  
   In the multi-D analysis, the regenerator is frequently 

modelled using the porous media approach [20], [28] 

[30], [31]. The main physical phenomena to be 

considered in the characterization of the regenerator are 

the flow friction and the heat transfer [35]. 

3.1.1 Flow modeling in porous media 

   The flow through the porous media is modeled by the 

addition of a source term, S, to the momentum 
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equations in each of the three coordinate directions (x, 

y and z) as follows [33]: 

    (
 

  
     

 

 
    |  |)                  (16) 

where 1/αr and C2 are the viscous and inertial resistance 

coefficients, respectively. These coefficients are 

hydrodynamic characteristics linked to the structure of 

the porous media. These parameters can be generally 

deduced from a polynomial curve which adjusts the 

data points representing the flow friction coefficient vs. 

Reynolds number through the regenerator. The 

standard two-parameter Ergun form [36] is currently 

selected to correlate the friction coefficient, Cf, with 

Reynolds number, as follows: 
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   According to this correlation, the coefficients can be 

written as: 
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where γ and dh denote porosity and hydraulic diameter 

of the matrix, respectively. The hydraulic diameter is 

related to the wire diameter (dw) according to Walker 

and Vasishta [37] as: 

   
     

     
                                    (20) 

and Re is obtained by: 
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where μf is the viscosity of the working fluid. 

3.1.2 Heat Transfer modeling in porous media 

   In the current study, the local thermal non-

equilibrium approach is selected to model the heat 

transfer within regenerator. Hence, a dual cell approach 

for solid matrix and fluid flow are assumed [33]. This 

requires additional inputs to account for the convective 

mode of energy transfer between the two phases, 

appear as extra source terms in fluid and matrix energy 

equations. 

Equation for conservation of energy in Fluid zone: 
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Equation for conservation of energy for solid 

matrix: 
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where hfs is the heat transfer coefficient for the 

fluid/solid interface and Afs is the interfacial area 

density. Here, it should be noted that the fluid thermal 

conductivity, Kf, includes the turbulent contribution 

(Kt). Generally, the heat transfer coefficient is defined 

by: 

    
     

  
                                  (24) 

   A two-coefficient equation form can be used to 

correlate Nusselt number, Nu, with Reynolds number 

as: 

                                       (25) 

The interfacial area density (Afs) can be derived as: 

    
   

  
                                (26) 

4. Methodology of CFD Simulation 
   The present simulation is implemented using the 

commercial CFD code ANSYS FLUENT, v14.5. The 

computational methodology incorporated in this 

simulation is explained in the following subsections. 

4.1. Computational Domain and Grid  
   As illustrated in Fig.1, the engine geometry is 

perfectly symmetrical around the cylinder axis. 

Therefore, just one-eighth of the geometry is used as 

the computational domain in this simulation, to reduce 

the computational cost. The domain includes the 

compression and expansion spaces, appendix gap, 

heater, regenerator, cooler and cooler-end connection 

in addition to the displacer material. The wall thickness 

for each part, except for displacer, is not taken into 

consideration. The configuration of the computational 

domain is displayed in Fig. 3. 

   The figure presents the original layout of the engine 

at the instance of zero crank angle (θ = 0).  he CAD 

geometry and grid of the domain is yielded using 

ANSYS DesignModeller and ICEM (V14.5), 

respectively.  Because of the complex geometry, the 

computational domain is decomposed into 13 different 

sub-volumes with different topology. Each of them is 

separately meshed. The connectivity of the various 

sub-volumes is ensured by means of arbitrary 

interfaces that connect the faces of the adjacent 

volumes. A sliding or static interface is used according 

to the type of each adjacent sub-volumes, from being 

deforming, rigid body motion or static zones. 

Conformal interfaces are performed as possible to 

reduce the interpolation error [38]. 



89 

 

 
Fig.3 Computational domain. 

   During the meshing step, some aspects has been 

followed to permit the applicability of realizable k-ε 

turbulence model as well as improve the solution 

accuracy and convergence characteristics. Firstly, 

hexahedral elements are used to develop the grid. In 

fact, it is a big challenge to create a mesh of hexahedral 

cells in complex geometries than the tetrahedral cells. 

However, the ability of decreasing the risk of 

numerical diffusion as well as the demand of 

computational memory [33], makes it more suitable for 

the current case. Secondly, a careful refinement is 

created for regions where large gradients of flow 

variables are expected, such as regions of area change 

and near the wall boundaries as well as around sharp 

corners and curves. In particular, the boundary layer 

should be covered by nearly 10 cells in the normal 

direction with y+ ≈ 1 as possible. This is a 

recommendation for low-Re grid generation and 

accurate prediction of heat transfer phenomena [33], 

[39]. This refinement is performed for all engine walls 

except for the moving ones. This is attributed to that 

the moving boundaries need an adaptive refinement 

technique which largely increases the computational 

time. Thirdly, to capture the conjugate heat transfer 

physics at the outside walls of the displacer, the mesh 

is properly condensed at the fluid/solid interface on 

both sides. Regarding to the special topology of the 

regenerator, which consists of dual coincident zones 

one for the solid matrix and another for fluid, two 

spatially coincident grids are employed. Also, the two 

ends of the regenerator grids should be conveniently 

refined to accurately capture the effect of flow jetting 

into the regenerator. Finally, the transition from small 

to large elements should be smooth so that there are no 

abrupt changes in the size of the grid cells. Areas of 

low interest could have relatively large elements to 

keep the total number of elements as minimal as 

possible. 

4.2. Boundary and Initial Conditions  
   Since, only one-eighth of the physical domain is 

simulated, therefore, periodic boundary conditions are 

applied to the faces in the azimuthal direction for this 

sector. No-slip boundary conditions are assigned to all 

stationary and moving walls. The interior walls of the 

displacer are treated as adiabatic, while the piston walls 

are assumed to be maintained at 305 K. It is worth 

mentioning that the temperature of the walls of heater 

tubes are not directly specified in the operating 

condition, as shown in Table 1. Hence, this temperature 

has been obtained by iteration to achieve two aspects. 

The first one is to yield an average cyclic gas 

temperature in the whole tubes of about 950 K. 

Secondly, the heat added to the engine should only be 

throughout the length exposed to heat source, whereas 

a nearly zero cyclic heat transfer rate through the 

remaining length of the tubes is maintained. In the 

same manner, the temperatures of cooler walls are 

imposed. The high thermal inertia of the solid material 

compared with that of the gas allows for the 

assumption of isothermal wall boundary temperature 

for the expansion and compression spaces. The 

assumed wall temperature is approximately equal to the 

average cyclic gas temperature in each space. The 

representation and values of the assumed temperatures 

of heater, cooler, expansion and compression space 

walls that applied in the current simulation are 

illustrated in Table 2 and Fig. 3. A linear temperature 

distribution is applied for the walls of the other parts . 

   The initial pressure is selected after several iterations, 

and it is slightly higher than the minimum pressure of 

the cycle. For the current calculation, the cycle starts at 

θ = 0 and a pressure of 5.5 MPa is used as an initial 

pressure.    

Table 2 Temperature values of different walls of GPU-

3 engine. 

Wall Name Temperature (K) 

EW1 870 

EW2 805 

CW 325 

H1 995 

H2 1090 

H3 1025 

H4 975 

C1 315 

C2 293 

C3 307 

4.3 Solution Scheme 
   The governing equations are discretized and solved 

sequentially using FLUENT, a finite volume-based 

solver. Transient, pressure-based, segregated 

SIMPLEC solver with absolute velocity formulation 
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are the settings for the solution of current simulation. 

Thermophysical properties (viscosity, specific heat and 

thermal conductivity) of the working gas are taken to 

be temperature dependent. The least squares method 

has been employed for computing the gradients of the 

transport quantities on the faces of the cell boundaries. 

The other spatial discretization methods in the 

simulations are standard for pressure term, and second-

order upwind for continuity, momentum, energy, and 

flow models transport equations. The explicit 

relaxation factors of pressure and momentum is set as 

0.75, whereas, the under-relaxation number of 0.9 are 

applied for density, energy and turbulence quantities. 

First-order implicit formulation is applied for 

discretizing the temporal derivatives. All the flow 

models are used with all default settings given in 

FLUENT 14.5 . 

   As a technique for speeding up the convergence of 

the calculation, the simulation is initialized with steady 

state solution with no piston and displacer motion but 

with heat transfer calculations being made. Later, the 

case becomes transient with grid deformation due to 

motion of the power piston and displacer. The starting 

with standard k-ε turbulence model, local thermal 

equilibrium porous media approach are needed to meet 

the convergence criteria during the first cycle of 

transient solution.  

   The reciprocating motion of piston and displacer and, 

consequently, the moving and deforming volumes are 

simulated using the dynamic mesh technique. User 

Defined Functions (UDFs) are written and hooked to 

FLUENT to guide the motion of piston and displacer; 

according to Eqs. (3, 4). Among the different methods 

of mesh deformation, the grid layering is used to avoid 

skewed cells when the displacer is at the Top Dead 

Center (TDC) in the expansion space [38] or when the 

compression space is fully compressed.   

   The porous media model requires the input of flow 

resistance and heat transfer coefficients which are 

empirically obtained based on experimental results of 

Tew et al. [40]. They presented the experimental data 

of the regenerator of GPU-3 in the form of friction 

factor and Nusselt number as functions of Re. By 

fitting these data in the form of Eqs. (17, 25), the 

resistance coefficients, 1/αr and Cf, as well as the 

Nusselt correlation constants, a3 and a4, can be 

obtained. The variable heat transfer coefficient between 

the fluid and the matrix is defined through a UDF using 

Eqs. (24, 25). Table 3 summarizes the resistance 

coefficients, interfacial area density and Nusselt 

correlations for the regenerator of GPU-3 Stirling 

engine. 

 

Table 3 The resistance coefficients, interfacial area 

density and Nusselt correlations for the regenerator of 

GPU-3 engine. 

1/α (1/m2) C2 (1/m) Afs (1/m) Nu (-) 

6.0183 x 10+9 1.2702x 10+4 30,304.4341 
If Re 25                       

If Re 25                       

   The grid and time step size independency studies are 

conducted to achieve a convergent and accurate 

solution in reasonable computational time. 

Accordingly, three different grid densities of 1.8 

million, 3.1 million and 4.3 million cells are tested. 

With respect to the variation of mean compression 

space pressure over the cycle, the maximum deviation 

in this pressure value between the medium and fine 

meshes does not exceed 2%. Therefore, the grid of 3.1 

million cells is adopted for the current study. In the 

same manner, three-time step sizes of 7.3 x 10
-5

 s, 5.5 x 

10
-5

 s and 3.06 x 10
-5

 s are investigated and, 

consequently, lead to employ the medium time step 

size for all the computations presented in this research.  

   Due to the transient nature of the current case, the 

convergence of the simulation is based on two main 

criteria. The first one is the residuals of the transport 

equations. The convergence criterion for each cycle is 

set at 1x10
-6

 for energy and 1x10
-3

 for the rest of the 

equations. While, monitoring some selected quantities 

for verifying the attaining of the cyclic steady state 

solution is the second convergence criterion. The 

average gas temperature variation of the thirteen 

subdomains is monitored for this purpose. The 

deviation in these values should be less than 1% in two 

subsequent cycles to reach the cyclic steady state. For 

each simulation, about 6 cycles are needed for the 

solution to become cyclic, and each cycle takes about 

31.5 h on a Core i7-6700 acer CPU, 3.4 GHz processor 

with 16 GB dynamic memory. 

5. Model Validation  
   In order to validate the computational results, a 

comparison of the estimated indicated power from the 

current simulation with the experimental results of the 

GPU-3 engine, summarized in Ref. [41], is conducted. 

Also, the comparison is extended with a range of 

results of the previous models for the same operating 

condition, as illustrated in Fig. 4. The default 

operational condition is listed on the figure.  

    The comparison indicates that the current CFD 

simulation has shown a close agreement with the 

experimental result. By a further insight into the figure, 

it is noticed that the initial attempts of engine 

modelling have achieved overestimation in power 

predictions reached about 80% or more. However, with 

coupling the different types of losses, the accuracy of 

model predictions has noticeably increased upto an 
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overestimation of around 10%. Here, CFD modelling 

appears to have a higher degree of accuracy, with about 

4% overestimation. The effect of flow leakage from 

cylinder to buffer space through the piston rings and 

heat conduction loss through the material thickness, 

which is not taken into consideration, are partially 

responsible for the inaccuracy in the current results. 

 
Fig. 4 A comparison of the predicted indicated power 

between the current CFD simulation, experimental 

result and previous numerical models. 

6. Results and Discussion   

6.1 Characterization of the Cyclic Thermal 

and Fluid Flow Fields 
   The instantaneous variations of the total, expansion 

space, and compression space volumes as functions of 

the crank angle during a complete cycle are plotted in 

Fig.5. The total volume includes all the working and 

dead volume spaces. By comparing Figs. 2 and 5, it can 

be noticed that the maximum and minimum total 

volumes of the engine occur at the power piston 

Bottom Dead Center (BDC) and Top Dead Center 

(TDC), respectively, resulting in a compression ratio of 

1.519.  

 
Fig. 5 Instantaneous variations of the total, expansion 

space, compression space volumes as functions of 

crank angle (θ). 

   Figure 6 shows the instantaneous variations of the 

average pressure within the expansion space, 

compression space and on the piston wall as functions 

of the crank angle over the cycle. The pressure 

difference between the compression and expansion 

spaces is the sum of pressure drops in the heater, 

regenerator, cooler and manifolds with respect to the 

direction of the flow. Whereas, the difference between 

the pressure in the compression space and on the piston 

wall is the pressure loss due to the finite piston speed 

[8]. In fact, the pressure waves that are generated due 

to the movement of piston cause the difference 

between the gas pressure over the moving piston and 

the bulk gas pressure inside the cylinder according to 

the flow direction. Therefore, the work delivered to the 

power piston is usually less than the indicated work. 

   Here, it should be noted that the error in the power 

prediction is caused primarily by inaccuracy in the 

predictions of the pressure phase angle, i.e. the angle 

between displacer TDC and the maximum gas pressure 

[42].  For the GPU-3 engine, the maximum gas 

pressure occurred at approximately 82.5° after 

displacer TDC [41] that corresponds to 134° from the 

zero-crank angle defined in Fig. 2. In the current 

simulation, the maximum pressure is attained at 133.2°. 

 

 
Fig. 6 Instantaneous variations of the average pressure 

in compression; expansion spaces and on the piston 

wall as functions of crank angle (θ). 

   The instantaneous variations of average gas 

temperature within the compression space, expansion 

space, heater, cooler and regenerator versus the crank 

angle during the cycle are represented in Fig. 7. 

 
Fig. 7 Instantaneous variations of the average gas 

temperature within the compression space, expansion 
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space, heater, cooler and regenerator as functions of 

crank angle (θ). 

   Apparently, the temperature variation in each volume 

is far from the harmonic distribution. This result 

contradicts with those predicted from the second- and 

third-order models for the GPU-3 engine [4, 6, 8, 16]. 

which confirmed that the temperature distribution was 

significantly near the sinusoidal profile. This is 

attributed to the complex interaction between the fluid 

dynamics and heat transfer phenomena that occur 

within the engine and cannot be captured by these 

models. Therefore, the detailed CFD results should be 

represented to demonstrate these phenomena and their 

effects on the thermal and fluid flow fields inside the 

engine. Accordingly, the temperature contours of the 

entire flow domain for eight different crank angles 

during a complete cycle are illustrated in Fig. 8. 

   At the beginning of the cycle (θ = 0°), when the 

volume of the compression space is at maximum, the 

power piston and displacer is near their BDC and TDC, 

respectively, as shown in Fig. 2. They move upwards 

causing a simultaneous compression for both the 

compression and expansion spaces. At this instant, the 

gas moves from the expansion space toward the 

compression one through two paths, the appendix gap 

and the three-heat exchangers. As can be observed 

from Fig. 8 (a), the mixing between the hot gas jet from 

the appendix gap and the less hot one from the cold-

end connection occurred within the compression space 

causes the appearance of a relatively hot thermal plume 

in the space.  

   With the continuous movement of the displacer 

towards its TDC, which occurred at 51.4°, the velocity 

of the displacer decreases, leading to a gradual reversal 

of the flow direction, until it fully turns from the 

compression to the expansion space. At θ = 45°, the 

displacer is close to its TDC and the gas is flowing 

from the compression to the expansion space through 

the two paths. However, a small amount of hot gas still 

exits from the expansion space through the heater 

pipes, which is partially closed by the displacer. At this 

exact moment, the direction of flow is reversed through 

the heater pipes. After reaching to TDC and moving 

downwards, the displacer allows the expansion space 

to be expanded. When the displacer is accelerated 

downwardly, the amount of the cold flow coming from 

the compression space through the appendix gap into 

the expansion space is also increased. This 

phenomenon explains the sudden reduction in the 

average gas temperature of the expansion space at the 

beginning of its expansion stroke, as clarified in Fig. 8 

at crank angle of about 90°. When the piston reaches its 

 DC (θ = 110°) and starts to reverse its direction, the 

compression space is fully compressed. Hence, large 

amounts of flow are ejected from this space in the 

direction to expansion space. As it can be seen in Fig. 

7, the period from θ = 100° to 165° is characterized by 

an obvious increase in the temperature of the expansion 

space. This also explains the higher gas temperatures 

that are observed in heater during this period. 

Consequently, the cycle pressure continues to rise in 

spite of the increase in the engine total volume, Fig.6. 

During the expansion stroke of the expansion space, 

the dominant feature of the flow field is the appearance 

of a pair of counter-rotate vortices with different 

strengths. This flow feature is more pronounced during 

the period of 180° to 225°, Fig. 8 (e-f), as the piston 

velocity is maximum. Although, these vortices enhance 

the mixing within the space, the average gas 

temperature of this space decreases markedly due to 

continuous of the expansion stroke, as depicted in 

Fig.8.  
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Fig. 8 A 2D view of gas temperature contours through the engine at eight different crank angles. 

   As the displacer becomes near its BDC, the flow 

reverses its direction incrementally for the second time, 

to turn from the expansion to the compression space. 

Figure 8 (g-h, a) illustrate the induction of the gas into 

the compression space during its expansion stroke 

through the appendix gap and the heat exchangers. It 

can be noticed from Fig. 7 that a nearly constant gas 

temperature, throughout the compression space, is 

noticed during this period. This occurs due to two 

contradicting effects, the heating by the two gas jets 

incoming from the hot space and the cooling 

accompanying the volume expansion. 

6.2 Energy Analysis of Stirling Engine 

   The p – V diagram of the compression and expansion 

spaces is shown in Fig. 9. From this figure, the 

indicated power, Pind, of the GPU-3 engine can be 

predicted by integrating the enclosed area of the two 

diagrams as follows: 

     (
  

  
) [∮         ∮        ]                 (26) 

   Using the data displayed in Fig. 6, the power 

delivered to the power piston surface, Pp, can be also 

determined, by the following equation: 

   (
  

  
)∮ (∫     

 

       
)                      (27) 

   Where A is the area of the piston top surface. The 

difference between the indicated power and the piston 

power represents the piston finite speed power loss. 

 

Fig. 9 p – V diagrams of the compression and 

expansion spaces. 

   Figure 10 illustrates the instantaneous variations of 

both the added heat rate to the heater and the rejected 

heat rate out of the cooler.   From this figure, the cyclic 

rate of heat addition in the heater as well as the heat 
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rejection out of the cooler can be computed from the 

integration: 

   (
  

  
) ∮ (∫      

 

     
)                          (28) 

 
Fig. 10 Instantaneous variations of the added heat rate 

to the heater and the rejected heat rate out of the cooler 

as functions of crank angle (θ). 

   It should be pointed out that the losses mechanisms 

mainly depend on the unsteady behaviors of both 

thermodynamics, fluid dynamics and consequently, 

heat transfer phenomena within the engine. Hence, the 

losses-related phenomena along with the method of 

calculating each loss are addressed in the following 

subsections.  

6.2.1 Hysteresis Loss 

    The cyclic heat transfer rate, heat pumping, through 

the walls of the working spaces is usually referred to as 

“hysteresis loss”.  his occurs due to the heat 

interaction between the working gas and the walls of 

these spaces. Tew [21] pointed out that the other 

regions with small surface-to-volume ratio, such as 

manifolds, are also responsible for the hysteresis loss. 

6.2.1.1 Working Spaces  

   Figure 11 shows the effect of the fluid flow field on 

the local directive heat transfer coefficient on the walls 

of the expansion space at θ = 180 °. Here, the directive 

heat transfer coefficient has the same value of the 

traditional heat transfer coefficient but with a sign for 

identifying the direction. The positive sign corresponds 

to heat transfer from the walls to the fluid region, 

while, negative sign correspond to heat transfer in the 

opposite direction. Interestingly, it can be observed that 

there is a wide range of variations of this coefficient on 

each wall. This observation confirms and agrees with 

that of Chen et al. [30] about the weakness of the 

assumption of a constant heat transfer coefficient. 

    As pointed out previously, the flow jetting from the 

appendix gap and heater within the expansion space is 

generally accompanied by the appearance of two 

counter-rotate vortices, so-called tumbles. Tumble 

vortex is a well-known term in reciprocating engine, 

indicating a rotational motion about a cylinder 

circumferential axis. This 3D phenomenon and its 

effects appear clearly in Fig. 11. The dominant tumble 

vortex that is driven by the hot jet coming in from the 

heater pipes heats up the top wall of the cylinder due to 

the impingement heat transfer. Meanwhile, the side 

wall of the cylinder is exposed to two simultaneous 

different effects. It is rapidly cooled down by the cold 

flow of the corner tumble vortex that is formed by the 

jetting from the appendix gap. This effects gradually 

decreases upwards due to the superiority of the heating 

effect by the hot dominant vortex. The consequence of 

these contradicting effects is that the heat transfer 

coefficient changes from high positive values at the 

impinging region of the corner vortex to relatively high 

negative values at the impinging region of the 

dominant vortex. 

 
Fig. 11 Effect of the fluid flow field on the local 

directive heat transfer coefficient on the walls of the 

expansion space at θ = 180°. 

   The instantaneous variation of the convective heat 

transfer rate in the expansion space, as a function of the 

crank angle, can be displayed in Fig. 12. During early 

part of the cycle, the trends of the heat transfer rates at 

the top and side walls of the expansion space are nearly 

similar. However, after the jetting of flow incoming 

from the compression space, from about 51.4 ° - 250 ° 

of crank angle, obvious differences start to appear. This 

is attributed to the different effect of the tumble vortex 

on each wall, as discussed above. During the 

compression stroke of the expansion space, which is 

accompanied by the ejection of the flow from it, a 

markedly decrease in the rates of heat transfer is 

noticed. It can be attributed to the disappearance of the 

tumble vortices and its impinging effects. This result is 

inconsistent with that reported by Chen et al. [30], who 

emphasized that the ejection process promotes the heat 

transfer in a way similar to the impingement does. 

   In the same manner, the effect of the fluid flow field 

on the convective heat transfer processes within the 

compression space can be explained. Figure 13 also 



88 

 

represents this effect in terms of the directive heat 

transfer coefficient. A similar impingement 

phenomenon can be observed in the compression 

space, however, the two jets coming from the 

expansion space forms a single tumble vortex. This 

vortex causes a rapid heating for the side wall of the 

space. Another indirect effect of these jets appears on 

the piston. It may be due to the jet entrainment that 

draws the bulk flow within the space in its direction 

inducing a secondary vortex rotating in reverse 

direction. This vortex cools up the bottom of the side 

wall by bringing colder fluid to be in vicinity of it. 

Furthermore, it has a decreasing rate of heat transfer 

from the piston wall by inducing the cold flow away 

from it. 

 
Fig. 12 Instantaneous variations of the convective heat 

transfer rates in the expansion space as a function of 

crank angle (θ). 

 
Fig. 13 Effect of the fluid Flow field on the local 

directive heat transfer coefficient at the walls of the 

compression space at θ = 0°. 

   The instantaneous variation of the convective heat 

transfer rate at the side wall of compression space can 

be presented, Fig 14. However, it is completely 

different for the piston, due to its motion without being 

directly exposed to impingement heat transfer. With 

the upward motion of the piston, it becomes exposed to 

a relatively hot flow of gas within the compression 

space which heats it up. After the reversal of its 

direction, the gas cools down causing the heat flowing 

in the reversed direction. There are some distortions in 

the variation of piston heat transfer rate which occur 

when the piston reverses its direction. 

   Here, it is concluded that, within the compression and 

expansion spaces, the dominant heat transfer rates 

occur during the expansion strokes. This is due to the 

significant impinging effect of the tumble vortices 

generating from the flow jetting within the spaces . 

  From Figs. 12 and 14, the cyclic convective heat 

transfer rate from the walls of the compression and 

expansion spaces can be calculated according to eq. 28. 

These values represent the hysteresis losses from the 

working spaces. 

 
Fig. 14 Instantaneous variations of the convective heat 

transfer rates in the compression space as a function of 

crank angle (θ). 

4.2.6  Manifolds of Hot and Cold Spaces 

   Generally, the manifolds of the Stirling engine are 

divided into the manifolds of the hot space and 

manifolds of the cold space. In the GPU-3 engine, the 

heater header and the parts of the heater tubes that are 

not exposed to the heat source are considered the hot 

space manifolds. Whereas, the cooler - end connection 

as well as the parts of the cooler tubes that are not 

exposed to the cooling water are the manifolds of the 

cold space. Figure 15 represents the instantaneous 

variation of the convective heat transfer rate in the 

engine manifolds as a function of the crank angle.   

From this figure, the hysteresis loss from engine 

manifolds can be calculated according to eq. 28. 

 
Fig. 15 Instantaneous variations of the convective heat 

transfer rates in the manifolds of hot and cold spaces as 

a function of crank angle (θ). 
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6.2.2 Thermal Loss of Regenerator 

    Figure 16 illustrates the flowing of gas through the 

regenerator that involves two periods, namely, hot and 

cold blow. During the hot blow period, the regenerator 

matrix acts as a thermal storage element that absorbs 

energy from the hot gas flowing from the heater. Then, 

it gives up this energy to the cold gas flowing from the 

cooler during the cold blow period. Accordingly, the 

heat transfer coefficient between the gas and solid 

matrix, and subsequently, the temperature difference 

between them changes continuously over time. The 

instantaneous variations of the flow Reynolds number 

and the heat transfer coefficient between matrix and 

gas within the regenerator versus the crank angle are 

illustrated in Fig. 17. 

 
Fig. 16 Schematic representation of heat exchange 

between the gas and matrix within regenerator during: 

(a) hot blow period and (b) cold blow period. 

 
Fig. 17 Instantaneous variations of the heat transfer 

coefficient and flow Reynolds number within 

regenerator as functions of crank angle (θ). 

   Figure 18 presents the temperature contours for the 

fluid and solid matrix through the regenerator, during 

the cold blow period at θ = 135 °. From this Figure, it 

is indicated that there are slightly higher temperatures 

for the solid matrix than the gas. These are clearly 

observed due to the effective heat interaction between 

the matrix and the gas at this moment. Furthermore, the 

jetting regions into the matrix is clearly identified by a 

high axial temperature gradient, as illustrated in the 

figure. This is due to the high rate of heat transfer that 

occurs at the inlet and progressively decreases along its 

travel in the regenerator. Another phenomenon that 

accompanies the flow jetting into the regenerator, 

denoted as the inflow induced matrix temperature 

oscillation (IIMTO), appears. This phenomenon was 

previously discussed by Andersen et al. [43].  

 
Fig. 18 Temperature contours of the (a) fluid and (b) 

solid matrix through the regenerator, during the cold 

blow period at θ = 135°. 

   Figure 18 also illustrates the heat exchange, based on 

enthalpy flow rate, between the gas and matrix within 

regenerator during the hot and cold blow periods. Here, 

H
∙
 denotes the instantaneous enthalpy flow rate of the 

fluid. The instantaneous enthalpy flow rate of the fluid 

at a specific cross - sectional area is determined by: 

   ∫             
 

    
                      (29) 

where Cp and A are the specific heat and the cross-

sectional area, respectively. Tref is the reference 

temperature for the enthalpy calculation. 

   Figure 19 shows the instantaneous enthalpy flow rate 

of the fluid at both ends of the regenerator, at heater / 

regenerator and cooler / regenerator interfaces, along 

with the net rate between both ends. Here, the positive 

values indicate the heat transfer from the regenerator 

matrix to the fluid and vice versa. 

 
Fig. 19 Instantaneous variations of the enthalpy flow 

rate of fluid at both sides of regenerator along with net 

rate between the both ends as functions of crank angle 

(θ). 

   As expected, no complete heat recovery occurred 

within the regenerator. This is attributed to several 

losses taking place within regenerator. These are the 

axial conduction loss through the matrix and the gas, 

convective heat loss to the regenerator walls and swing 

losses. Besides, the inability of the matrix to store all 

the available energy in the hot fluid or completely 



85 

 

release it to the cold gas due to its effectiveness. , the 

thermal heat loss through the regenerator,        
 , can 

be calculated by the cyclic integration of the 

instantaneous net enthalpy flow rate, Hnet
∙
, between the 

two ends of the regenerator as: 

       
   

  

  
 ∮     

                           (30) 

   Finally, it should be emphasized that the incomplete 

heat recovery in the regenerator requires additional 

heat to be supplied in the heater and more heat to be 

rejected in the cooler to compensate the non-ideal 

operation of the regenerator. This, consequently, leads 

to a noticeable reduction in the engine performance. 

6.2.3 Displacer and Appendix Gap 

   In fact, the fluid flow within the appendix gap as well 

as the flow of heat through the displacer are considered 

of the most complex phenomena occurring in Stirling 

engine. With respect to the appendix gap, the fluid flow 

through it has been previously addressed in section 6.1. 

However, the effect of this fluid dynamics on the 

enthalpy pumping loss still needs analysis. The 

instantaneous enthalpy flow rate at the inlet of the 

appendix gap, Hg
∙
, can be calculated as: 

  
     ∫ (                   )     

    

  
      (31) 

where Rd and J are the radius of the displacer and the 

width of the appendix gap, respectively. Accordingly, 

Fig. 20 shows the instantaneous enthalpy flow rate of 

the fluid entering the appendix gap from the expansion 

space. The figure also displays the pressure difference 

between the expansion and compression spaces. 

 
Fig. 20 Instantaneous variations of enthalpy flow rate 

of fluid entering the appendix gap from expansion 

space and pressure difference between expansion and 

compression spaces as functions of crank angle (θ). 

    From this figure, it is noticeable that the pressure 

difference between the two working spaces is the main 

driver for the mass flow through the appendix gap. 

This appears from the matching of the two trends 

except in period from   63.9 ° to 109.8°. As, the 

displacer direction is reversed, and consequently, 

allowing for a gradual opening of the heater tubes to 

pour the fluid within the expansion space. This 

partially obstruct the flow induced through the 

appendix gap, as shown in Fig. 8 (c). The matching 

between the pressure difference and the enthalpy flow 

confirms the prevailing of the pressure difference effect 

over the other effects: temperature gradient, displacer 

motion and heat exchange between the appendix gap 

and displacer walls. 

    The enthalpy pumping loss, Qloss,g
∙
, can be calculated 

by the cyclic integration of the instantaneous enthalpy 

flow rate at the inlet of the appendix gap, Hg
∙
, as: 

       
   

  

  
 ∮   

                        (32) 

   Regarding the displacer, the heat is axially conducted 

through it under the effect of the temperature gradient 

between the compression and expansion spaces. 

Besides, the reciprocating motion of the displacer 

shuttles extra heat transfer between the two spaces, 

shuttle heat loss. The jetting of the hot fluid over the 

displacer top wall significantly enhances the rates of 

shuttle heat loss, as shown in Fig. 21. Also, the 

exposure of the bottom wall of the displacer to rapid 

cooling due to the expansion of the compression space 

has the same effect. 

 
Fig. 21 Jetting of the hot fluid over the displacer top 

wall at θ = 150°. 

   The instantaneous rate of heat conduction at the 

displacer top wall can be determined through the 

equation: 

       
   ∫      

   

  

 

    
|                   (33) 

where Kf and Tf are the thermal conductivity and the 

local temperature of the fluid and the top wall of the 

displacer. DTW refers to displacer top wall. Figure 22 

illustrates the instantaneous variation of the rate of heat 

conduction at the displacer top wall. From this figure, 

the shuttle heat loss,         
 , can be calculated 

according to the following equation: 
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 ∮        

                      (34) 

 

Fig. 22 Instantaneous variations of the conductive heat 

transfer rates at the top wall of the displacer as a 

function of crank angle (θ).  

6.2.4 Pumping Loss 

   In order to calculate the pumping loss, the pressure 

drop in each component of the engine should be 

estimated. Figure 6.20 presents the instantaneous 

variation of the pressure drop through the engine 

components; regenerator, heater and its header as well 

as cooler and its end - connection. The pressure drop in 

the entrance and the exit of each component is 

included. As expected, the pressure drop in the 

regenerator represents the main contributor on the total 

pressure drop within the engine. Meanwhile, it is 

observed that the pressure drops in the heater and its 

header as well as the cooler and its end connection are 

also significant values. This result conflicts with the 

results of Babaelahi and Sayyaadi [8] and Tlili et al. 

[44]. Accordingly, the pumping loss can be calculated 

by: 

         
|  |   

  
                      (35) 

where ∆p , m
∙
 and ρm are the pressure drop, the mass 

flow rate and the mean value of the density through 

each component, respectively. 

 

Fig. 23 Instantaneous variations of pressure drop 

through regenerator, heater and heater header as well as 

cooler and cooler - end connection. 

   As presented in the previous subsections, the 

hysteresis loss, the regenerator heat loss, the enthalpy 

pumping and the shuttle losses can be calculated. An 

energy balance representation for the GPU-3 Stirling 

engine is illustrated in   Fig. 24. 

   According to this energy balance, the pumping power 

and the regenerator thermal losses represent the largest 

part of the Stirling engine losses. The thermal 

efficiency of the GPU-3 Stirling engine, based on the 

power piston, is of about 36.6%. 

 
Fig. 24 Energy balance of the GPU-3 Stirling engine. 

Conclusion 

   A three-dimensional Computational Fluid Dynamics 

(CFD) simulation for the GPU-3 Stirling engine is 

performed. Firstly, a thorough characterization of the 

thermal and fluid flow fields during the cycle is 

presented. Furthermore, the effects of the unsteady 

behaviors of both thermodynamics and fluid dynamics 

on the heat transfer phenomena within the engine 

components are also investigated. Finally, a 

comprehensive energy analysis for the engine is 

conducted to accurately identify the sources and 

magnitudes of thermodynamic losses. The 

computational results show that: 

 A close agreement with the experimental results 

with an accuracy of about 96%.  

 The instantaneous variation of the average gas 

temperature within each component of the engine is 

far from the harmonic distribution due to the 

complex interaction between the fluid dynamics 

and the heat transfer phenomena that occurs within 

the engine 

 Within the compression and expansion spaces, the 

dominant heat transfer rates occur during the 

expansion strokes due to the significant impinging 

effect of the tumble vortices generating from the 

flow jetting . 

 The jetting and ejecting processes into the 

regenerator are characterized by a significant 
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temperature gradient and a large matrix temperature 

oscillation . 

 The pressure difference between the expansion and 

compression spaces is the main driver for the flow 

leakage through the appendix gap. 

 From the energy analysis, the regenerator thermal 

loss and the pumping power represent the largest 

part of the Stirling engine losses by about 9.2% and 

7.5%, respectively. 
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المفاقيد لمحرك ستيرلنج من النوع بيتامحاكاة بأستخدام ديناميكا الموائع الحسابية و تحليل   
 الملخص

اولا يتم عمل توصيف كامل لمجال لمحرك ستيرلنج من النوع بيتا. ام ديناميكا الموائع الحسابية خدمحاكاة ثلاثية الأبعاد بأستيتم فى هذا البحث عمل    

ثانيا يتم عمل تحليل شامل  للمحرك وذلك لتوضيح قيم   حرك خلال الدورة.التدفق و كذا المجال الحرارى مع توصيف للظواهر الفيزيائية التى تظهر قى الم

%. فى المناطق الأنضغاط و التمدد يحدث أنتقال الحرارة 69المفاقيد. و قد أظهرت النتائج الحسابي توافق كبير مع النتائج العملية بدقة وصلت إلى حوالى 

ن المائع المدفوع داخل تلك المناطق مع جدران المحرك. كذلك تتميز مناطق الحقن و خلال أشواط التمدد نتيجة التأثير الكبير لتصادم الدوامات المتكونة م

. و يعتبر فرق الضغط بين منطقتى التمدد و الأنضغاط هو أجزاء الرجنريتور ىالطرد فى الرجنريتور بظهور تغير كبير فى درجة الحرار مقارة بباق

و أخيرا فأنه من خلال تحليل الطاقة وجد أن مفاقيد الدفع و كذا المفاقيد الحرارية فى الرجنريتور  اقل. للفقد خلال الفجوة الموجودة حول النالمسبب الرئيسى 

        تمثل الجزء الأكبر من مفاقيد المحرك.


