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  Predicting housing prices is important to many people, such as home buyers, real estate agents, 

and investors. By harnessing the power of machine learning models, this paper aims to develop 

a highly efficient system to calculate reliable housing price forecasts. The results of this research 

can facilitate decision-making processes, enable more informed investments, and improve the 

overall buying and selling experience in the real estate market. The relationship between house 

prices and the economy is an important motivating factor for predicting house prices. This paper 

focuses on how to predict housing prices using machine learning techniques. This paper proposes 

an efficient framework For prediction houses using six machine learning algorithms ( SVM, 

Tree, Neural Network, KNN, Linear Regression, Gradient Boosting). In best model 1, the 

number of fields equals Gradient Boosting; in best model 2, the number of fields equals Linear 

Regression; in Best model 3 number of fields equals Gradient Boosting. The best all model equal 

model 2 equal Linear Regression. 
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1. Introduction 

Predicting house prices is a task for many individuals and organizations. Knowing the price makes home 

buyers think about a better plan to buy the right home at the right price. For home sellers, it is helpful to 

understand the home's asking price to price it in the market [1]. Organizations can also benefit from a home 

price forecasting model. For example, companies can use the expected value of a home's price to adjust 

their policies to help people facing economic hardship achieve their homeownership goal.  

Predicting house prices is a difficult problem because real estate valuations depend on the physical 

characteristics of the building, its location, and people's perceptions of these factors. As is the case in any 

market, the price is driven by the willingness to pay of the buyer, which makes determining the price for a 

residential property difficult. Because of these new circumstances, traditional data processing and analytical 

tools may be unable to capture, process, and analyze highly complex information in the social and economic 

worlds. New techniques have been developed to treat the colossal amount of available data [2].  

Machine learning (ML) has emerged, making it easier for everyone to predict house prices. Using 

advanced statistical techniques, we analyze data to accurately predict home prices and reveal complex 

information that humans can use manually, thus enabling real estate professionals to make informed 

decisions. 

This article begins a comprehensive analysis of predicting house prices using machine learning. From 

the finer details of data collection and processing to the complex differences in model training and 

deployment [3].  

    

Machine learning models have become highly beneficial for predicting house prices aiding buyers and 

sellers in the real estate market. However, these models are not always perfect and can present various.  
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The problem is to build a prediction model to estimate the sales price of a house based on a dataset 

containing information about the house, such as number of bedrooms, area, location and amenities. 

Typically, the dataset is divided into training and test datasets, where the model is trained on the training 

set, and its predictive performance is evaluated on the test set [4-5]. 

 

The main contribution of this research is that predicting house prices helps us choose what we need and 

facilitates knowing the prediction for each house at the appropriate price. Machine learning is also one of 

the most important branches of artificial intelligence, and despite its importance, it is incorrect in most 

matters.  

The rest of the paper can be organized as follows: in Section 2, we will talk about Related Works; in 

Section 3, we will talk about the Methodology; and in Section 4, we will talk about the Result and Analysis.  

 
 

2. Related Work 

Predicting real estate prices is a challenging task that many researchers have tackled. Since accurate house 

prices allow better information to all parties in the housing market and improve housing policy and property 

valuation, a comprehensive overview of strategies for predicting house prices is valuable to both research 

and society. 

In [6], Authors Applying machine learning methods to predict house prices, the results show that the best 

model 1 is Gradient boosting: Many banks and lending institutions are required to assess the value of 

residential properties in their mortgage portfolios. Therefore, recently, machine learning methods such as 

random forests and boosted trees have been increasingly used. We investigate whether introducing a loss 

function closer to the actual loss measure of the AVM can improve the performance of machine learning 

methods (especially the Gradient boosting tree method). 

In [7] Authors Applying machine learning methods to predict house prices, the results show that the best 

model 2 is  Linear Regression. In particular, linear regression is a useful tool for predicting quantitative 

responses. It has been around for a long time and is the subject of countless textbooks. 

In [8], Authors Applying machine learning methods to predict house prices show that the best model 1 is 

Neural networks, composed of basic units analogous to neurons. These units are linked by connections 

whose strength is adjustable due to a learning process or algorithm. Each of these units integrates 

independently (in parallel) the information provided by its synapses to evaluate its activation state. 

In [9] Authors describe when we tried all models, it became clear that Gradient boosting, Linear 

Regression, and Neural network are the best three models for predicting house prices. Researchers face two 

main challenges: The biggest challenge is the optimal number of features to predict direction accurately. 

Identify several features that help accurately predict the trend of house prices. Determine the optimal number 

of features that help accurately predict the trend of house prices and productivity growth in various housing 

construction sectors. It is a good indicator that productivity growth in various residential construction sectors 

will positively impact house prices. Impact on house price growth: Shows how apparent prices affect house 

prices. Home prices look fashionable at first glance, and then over a long period, they will collapse and 

experience a long-term decline. 

We rely on attention mechanisms to determine the main factors that affect housing prices. Attention 

mechanisms are widely used. In many fields, due to its ability to distinguish characteristics, 

Such as automatic translations, image titles and voice. Knowing these mechanisms can improve important 

parts of a system that assigns greater weights to the most influential and can screen out irrelevant parts by 

assigning lower weights to less relevant features of the model. 

Feature engineering plays an important role in improving model performance. The temporal aspects of the 

housing market are considered using time series analysis to account for trends, seasonality, and economic 

fluctuations that affect home prices over time. 
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Some studies focus on incorporating geospatial information, considering the impact of a property's 

location, neighborhood characteristics, and proximity to amenities on its value. 

Transfer learning methods that improve pre-trained models in tasks relevant to home price forecasting have 

been studied for their ability to leverage knowledge from diverse datasets. Handling missing data, dealing 

with outliers, and normalizing or scaling features are important preprocessing steps investigated in related 

research. 

Researchers often use measures such as mean squared error (MSE) and mean absolute error (MAE), 

which were not common, and R-squared and MAPE (which were the best means) to evaluate the 

performance of house price forecasting models. 

 

3. Methodology 

Numerous algorithms were used, and each algorithm was studied. A study was done on each algorithm 

before training the model with them on the data set. Used in the data set. The following figure shows the 

steps the dataset took to obtain the results. Methods to achieve these goals and objectives are discussed. The 

reader is familiar with the specific techniques used in this study and is supported by the literature discussed 

in the previous articles [10].  

A-Dataset Description 

The first dataset consists of 6 features. The dataset was divided into 80% for training and 20% for testing. 

Detailed descriptions of Features can be found below. 

Housing price prediction with this synthetic dataset. Perfect for data science enthusiasts, machine learning 

practitioners, and this dataset offers a diverse collection of features, including square footage, bedrooms, 

bathrooms, neighborhood types, and the year of construction. Immerse yourself in the challenge of predicting 

house prices and enhance your skills in regression analysis. SquareFeet of the house. Amt of bedrooms. Amt 

of bathrooms/restroom/washroom. Area neighborhood where the house is. Which year it was built. The price 

of the home. 
TABLE 1  

  FEATURE OF Housing Price Prediction Data 1 

Feature Type Values 

SquareFoot Numerical From 1000 To 2999 

Bedrooms Numerical From 2 To 5 

Bathrooms Numerical From 1 To 3 

Neighborhood Classification Rural or Suburb 

YearBuilt Numerical From 1950 To 2021 

Price Numerical From -36.6k To 492k 

 

The Second dataset consists of 3 features. The dataset was divided into 80% for training and 20% for testing. 

Detailed descriptions of Features can be found below. The dataset is about predicting the house price based 

on area and no rooms. Price: The price of the house. Area: The total area of the house in square feet. 
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TABLE 2  

FEATURE OF Simple House Price Prediction 2 

Feature Type Values 

Area Numerical From 852 To 4478 

Rooms Numerical From 1 To 5 

Price Numerical From 170k To 700k 

 

The Third and final dataset consists of 10 features. The dataset was divided into 80% for training and 20% 

for testing. Detailed descriptions of Features can be found below. This dataset provides key features for 

predicting house prices, including area, bedrooms, bathrooms, stories, amenities like air conditioning and 

parking, and information on furnishing status. It enables analysis and modeling to understand the factors 

impacting house prices and develop accurate predictions in real estate markets. Price: The price of the 

house. Area: The total area of the house in square feet. Bedrooms: The number of bedrooms in the house. 

Bathrooms: The number of bathrooms in the house. Stories: The number of stories in the house. Mainroad: 

Whether the house is connected to the main road (Yes/No). Guestroom: Whether the house has a guest 

room (Yes/No). Basement: Whether the house has a basement (Yes/No). Hot water heating: Whether the 

house has a hot water heating system (Yes/No). Airconditioning: Whether the house has an air conditioning 

system (Yes/No). Parking: The number of parking spaces available within the house. Prefarea: Whether the 

house is in a preferred area (Yes/No). Furnishing Status: The furnishing status of the house (Fully 

Furnished, Semi-Furnished, Unfurnished). 

TABLE 3  

 FEATURE OF Housing Price Prediction 3 

Feature Type Values 

Price Numerical From 1750000 to 1330000 

bedroom Numerical From 1 to4 

bathroom Numerical From 1 to4 

area Numerical From 1700 to 16200 

stories Numerical From 1to4 

main road Classification Yes or no 

guestroom Classification Yes or no 

basement Classification Yes or no 

Hot water heating Classification Yes or no 

Air conditioning Classification Yes or no 

 

B- Used Algorithms 

The above datasets were passed into nine different machine-learning algorithms. The machine learning 

algorithms passed to the machine learning algorithms were Gradient Boosting, K Nearest Neighbor (kNN), 

Random Forest, and Decision Tree. For each algorithm, statistics were generated. They are accuracy, recall, 

precision, and specificity. The results were then plotted and compared. Results, graphs, and discussion of 

results are discussed [11].  

1) Gradient Boosting  

   Machines are a powerful family of machine-learning techniques successfully used in a wide range of 

practical applications. They are highly customizable to the application's specific needs, such as learning 

with respect to different loss functions [12].  
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𝐹(𝑥) =  ∑ 𝑌𝑚 ℎ𝑚 (𝑥)
𝑀

𝑚=1
 

 

F(x) is the final reinforcement model, M is the number of weak learners (trees), Ym is the contribut ion of 

the mth weak learner, and hm (x) is the prediction of the mth weak↓ learner according to input. 

2) Decision Tree 

    A decision tree is a tree whose internal nodes can be considered tests (for input data patterns) and whose 

leaf nodes can be considered categories (of these patterns). These tests are filtered through the Tree to obtain 

the correct output for the input patterns. Decision tree algorithms are applied and used in various fields [13]. 

𝑅(𝑡) = var(𝐷𝑡) − 𝛴𝑖=1
2 =

∣ 𝐷𝑡, 𝑖 ∣

∣ 𝐷𝑡 ∣
⋅ 𝑉𝑎𝑟(𝐷𝑡, 𝑖) 

 

Dt is the dataset of node t, ∣Dt∣ is the number of samples of Dt, and i is the subset Dt of the i-th child node. 

Partition rule Feature < Threshold, 'Feature' - the feature on which the decision is made, 'Threshold' - the 

value used to split the data based on the selected feature. 

3) Random Forest  

    Is algorithm This method combines multiple random decision trees and aggregates their predictions by 

averaging them, showing excellent performance in environments where the number of variables is much 

larger than the number of observations. In addition, it is general enough to be applied to large problems, 

can be easily adapted to a variety of ad hoc learning tasks, and provides a variety of important metrics [14]. 

𝑅𝑎𝑛𝑑𝑜𝑚 𝐹𝑜𝑟𝑒𝑠𝑡 (𝑥) =  
1

𝑁
∑ 𝑇𝑟𝑒𝑒𝑖

𝑁

𝑖=1
(𝑥) 

RandomForest(x) - final prediction of the random forest for input x, N - number of trees in the forest, Tree; 

(x) - prediction of the i-th decision tree for input x. 

4) Linear Regression 

    Linear regression is a modeling technique used to analyze data to make predictions. Simple regression 

creates a bivariate model that predicts a response variable (Ll_1D466) based on an explanatory variable 

(Ll_1D466) 1. Multiple regression extends the model to include multiple explanatory variables (x1, x2, ..., 

xp). , XP), thereby creating a multivariate model [15]. 

𝑦 = 𝑚𝑥 + 𝑏 
 y is the dependent variable (what you are trying to predict), x is the independent variable (the raw data),m-

slope of the line (rate of change), and b-y-intercept (the value of yy when xx is 0). 

5) SVM 

     (Support Vector Machines) have become an increasingly popular tool in machine learning tasks, 

including classification, regression, and novelty detection. In particular, SVMs have shown good 

generalization performance for realistic problems, and Theory appropriately motivates their approach [16]. 

 

𝑓(𝑥) = 𝑆𝑖𝑔𝑛(𝑊. 𝑋 + 𝑏) 

f(x) - decision function, w - vector of weights, x - vector of input features, b - bias term. 
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6) Stochastic Gradient Descent 

     For optimizing expected value performance measures in discrete event systems. The algorithm 

increases accuracy insuccessive iterations and moves toward the generalized Gradient of the computed 

sample performance function [17]. 

𝜃𝑡+1 = 𝜃𝑡̇ − 𝜂∇𝐽(𝜃𝑡; 𝑥(𝑖), 𝑦(𝑖)) 

 

𝜃𝑡  is the vector of parameters at iteration t, and 𝜂 is the learning rate, 

𝛻𝐽(𝜃𝑡; 𝑥(ⅈ), 𝑦(ⅈ)) Is the Gradient of the cost function 𝐽 for the parameters? 𝜃𝑡  the 𝑖-th training. 

 

7) KNN 

    The algorithm is a widely applied method for classification in machine learning and pattern 

recognition. However, the KNN algorithm is computationally expensive and cannot perform satisfactorily 

in many applications [18]. 
 

𝑦̂(𝑥) = 𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦 𝑣𝑜𝑡𝑒 ({𝑦(𝑗)|𝑥(𝑗)𝑖𝑠 𝑜𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑘 𝑛𝑒𝑎𝑟𝑒𝑠𝑡 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 𝑜𝑓 𝑥}) 

𝑦̂ (𝑥)- prediction class for input x, k - number of nearest neighbors considered. 𝑥(𝑗) and 𝑦(𝑗)- features and 

classes in training. 
 

8) AdaBoost 

    It is one of the best-boosting algorithms available. With a solid theoretical foundation and great success 

in practical applications, AdaBoost can boost a weak learning algorithm with slightly better accuracy than 

a random guess to a strong learning algorithm of arbitrary accuracy, bringing new methods, new design, 

brought a new philosophy to the design of learning algorithms [19]. 
 

𝑧𝑡 =  ∑ 𝑤𝑖
(𝑡)

. exp (−𝛼𝑡 ⋅ 𝑦𝑖 ⋅ ℎ𝑡(𝑥𝑖))

𝑁

𝑖=1

 

𝑥ⅈ- vector of features of the i-th training instance. 

𝑦ⅈ - true label of the i-th training instance (+1 or -1 for binary classification). 

ℎ𝑡(𝑥ⅈ) - prediction of the weak classifier at iteration t for the i-th instance. 

𝛼𝑡 - the weight assigned to the weak classifier at iteration t. 

𝑤𝑖
(𝑡)

 - is the weight for the i-th instance at iteration t. 

𝑧𝑡 - is the normalization factor so that the sum of the weights to 1. 

 

9) Constant  

    A "constant algorithm" may refer to a process that is not a specific algorithm but has a constant time 

complexity. In algorithmic analysis, time complexity measures the amount of time an algorithm takes to 

complete as a function of the magnitude of its inputs. 

 
 

    𝑃𝑖 (𝝅): 
    𝝅 ≈ 𝟑. 𝟏𝟒𝟏𝟓𝟗9 
   Euler^'s number e: 

    𝒆 ≈ 𝟐. 71828𝑒 
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If you are looking for a general expression for a mathematical constant, one of the most famous constants 

is Pi, the ratio of the circumference of a circle to its diameter, an irrational number approximately equal to 

3.14159. 

The mathematical constant e (Euler's number) is another important constant equal to approximately 

2.71828. It is the base of the natural logarithm and is often found in various mathematical and scientific 

contexts. 
 

 

4. Results and Analysis 
Table 4 

Statistics For Algorithm That Splits Data Number Of  Folds: 10 

Model MAPE R2 

Tree 0.346 0.246 

SVM 0.429 -0.176 

Stochastic Gradient Descent 0.283 0.554 

Random Forest  0.299 0.494 

Neural Network 0.288 0.558 

Linear Regression 0.282 0.570 

KNN 0.300 0.478 

Gradient Boosting 0.281 0.569 

Constant 0.472 -0.000 

AdaBoost 0.309 0.462 

 

 
Fig 1 . Performance graph of the first dataset with 10 folds repetition 

Svm and Constant are dominant 

Constant had the highest MAPE with an accuracy of 0.472. At the same time, SVM was very close with 

an accuracy of 0.429 while in R2 with an accuracy of -0.176 and next to it was Constant with the lowest 

accuracy of -0.000. In contrast, the lowest MAPE was Linear Regression with an accuracy of 0.282, and 

the highest accuracy was Linear Regression in R2 with an accuracy of 0.570. 
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Table 5 

Statistics For Algorithm That Splits 80/20. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 2.Performance of the graph for the first split dataset 

 

Svm and Constant are dominant. 

Constant had the highest MAPE with an accuracy of 0.445. At the same time, SVM was very close with 

an accuracy of 0.404, while in R2, it had an accuracy of -0.191 next to it; Constant had the lowest 

accuracy of -0.000 while the lowest MAPE was the neural network. With an accuracy of 0.260, the 

highest accuracy is the linear regression in R2 with an accuracy of 0.569 

 
Table 6 

 Statistics For Algorithm That Splits Data Number Of  Folds: 10 
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Model MAPE R2 

Tree 0.333 0.251 

SVM 0.404 -0.191 

Stochastic Gradient Descent 0.270 0.555 

Random Forest 0.283 0.498 

Neural Network 0.260 0.541 

Linear Regression 0.268 0.573 

KNN 0.286 0.483 

Gradient Boosting 0.275 0.569 

Constant 0.445 -0.000 

AdaBoost 0.288 0.469 

Model MAPE R2 

KNN 0.196 0.592 

Linear Regression 0.170 0.684 

Neural Network 1.000 -7.572 

Random Forest 0.206 0.551 

SVM 0.260 -0.108 
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Fig 3. Performance graph of the second dataset with ten folds repetition 

 

Svm and neural networks are dominant. 

The neural network had the highest MAPE with an accuracy of 1.000, while Svm was far behind with an 

accuracy of 0.260. In contrast, in R2, it had an accuracy of -0.108; next to it, Linear Regression had the 

highest accuracy of 0.684 while it had the lowest accuracy. MAPE has an accuracy of 0.196, KNN has the 

accuracy of MAPE with an accuracy of 0.592, and the lowest accuracy in the R2 Neural network with an 

accuracy of -7.572. 

 
Table 7 

Statistics For Algorithm That Splits 80/20. 

Model MAPE R2 

KNN 0.192 0.550 

Linear Regression 0.176 0.655 

Neural Network 1.000 -7.464 

Random Forest 0.187 0.573 

SVM 0.256 -0.137 

 

 
Fig 4. Performance of the graph for the second split dataset 
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Svm and neural networks are dominant. 

The neural network had the highest MAPE with an accuracy of 1.000, while Svm was far behind with an 

accuracy of 0.256, while R2 had an accuracy of -0.137. Next, Linear Regression had the highest accuracy 

of 0.655 and the lowest accuracy. MAPE has an accuracy of 0.176, KNN has the accuracy of MAPE with 

an accuracy of 0.569, and the lowest accuracy in the R2 Neural network with an accuracy of -7.464. 

 
Table 7 

 Statistics For Algorithm That Splits Data Number Of  Folds: 10 

Model Mape R2 

Constant 0.341 -0.009 

KNN 0.249 0.327 

Tree 0.239 0.298 

Random forest 0.192 0.573 

Gradient boosting 0.174 0.652 

SVM 0.313 -0.030 

Linear regression 0.177 0.662 

Adaboost 0.178 0.593 

Neural network 1.000 -6.506 

Stochastic gradient descent 0.191 0.606 

 

 

 
Fig 5. Performance graph of the third dataset with ten folds repetition 

 

Constant and neural networks are dominant. 

The neural network had the highest MAPE with an accuracy of 1.000 while Constant was far behind with 

an accuracy of 0.341 while in R2, it had an accuracy of -0.009. Next to it, Linear Regression had the 

highest accuracy of 0.662 while it had the lowest accuracy. MAPE has an accuracy of 0.177, SVM has the 
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accuracy of in MAPE with an accuracy of 0.313, and the lowest accuracy in the R2 Neural network with 

an accuracy of -6.506 . 

 
Table 8 

 Statistics For Algorithm That Splits 80 \ 20. 

Model Mape R2 

Constant 0.343 -0.005 

KNN 0.252 0.324 

Tree 0.218 0.441 

Random forest 0.183 0.600 

Gradient boosting 0.175 0.636 

SVM 0.311 -0.039 

Linear regression 0.175 0.667 

Adaboost 0.176 0.588 

Neural network 1.000 -6.203 

Stochastic gradient descent 0.185 0.643 

 

 

 
Fig 6. Performance of the graph for the third split dataset 

 

Constant and neural networks are dominant. 

The neural network had the highest MAPE with an accuracy of 1.000, while Constant was far behind with 

an accuracy of 0.343. In contrast, in R2, it had an accuracy of -0.005; next to it, Linear Regression had the 

highest accuracy of 0.667 while it had the lowest accuracy. MAPE has an accuracy of 0.175, SVM has the 

accuracy of MAPE with an accuracy of 0.311, and the lowest accuracy in the R2 Neural network with an 

accuracy of -6.203 

 

5. Conclusion 

Since house price forecasting involves various factors and can be influenced by economic, social, and 

local market conditions, machine learning models using factors such as location, size, number of bedrooms, 

and many other property-related characteristics are widely used to predict house prices. In short, house price 

forecasting is a challenging task requiring considering many factors carefully. The success of a forecasting 

model depends on the quality of the data, the relevance of the features, the selection of appropriate 

algorithms, and the ongoing maintenance of the model to adapt to changing market conditions. Continuous 
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improvement and validation of the model with real data is essential to ensure its accuracy and validity over 

time. 
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