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Abstract—With the spread of smartphones and the use of social 

communication networks with different groups of people, fake 
news has been spread to gain some interactions or any other 
intentions. Unfortunately, people trust social media platforms and 
believe most in their news even if it is impossible so we can say that 
any news of any type will find their audience or believers. People’s 
trust and beliefs translated into actions, so fake news can lead to 
problems that may affect the economy, politics, or panic at the 
individual level. Organizations with malicious intents exploit this 
point which can be described as a lake of consciousness to perform 
their goals which can be beating another competitive organization 
or destroying a country and displacing innocent people. Recently, 
many studies have shown wide interest in the process of 
classifying false news. The classification of fake news falls under 
the classification of texts and is a sub-task of understanding 
natural language. In this paper, a reference survey is provided for 
all the methods and methodologies that have been used by 
researchers to discover fake news that spread through social 
network sites. The used datasets, classification techniques, models, 
and results are discussed. 

 

I. INTRODUCTION 

HESE days, with the spread of the Internet on a large scale 

and the emergence of social network platforms such as 

Twitter, Instagram, Facebook, etc., fake news spreads at a 

very bad speed due to these platforms. The percentage of false 

news from users on social media platforms is approximately 62 

percent [1]. In addition, social media platforms facilitate 

accessing information and information sharing [2], [3]. 

Intended fake news which could be written by agencies or 

persons for financial or political purposes is a critical issue due 

to its negative impact [4]–[7]. False news also spreads with the 

aim of ignorance or panic, as happened with the Corona 

pandemic [8]. The availability of data on social media 

platforms has garnered a lot of interest among researchers and 

become a hot spot for fake news sharing. And that through 

the context of writing false news. The power of social media 

and its great impact on all of society aspects whether people 

live, the economy, state security, or state politics become a 

great fact that imposes itself as a very dangerous weapon that 

can do more than nuclear weapons can do, from this aspect 

the attention of fourth generation war issue has arisen again. In 

the past, fake news was less dangerous because it was 

spreading very slowly, very restricted to a small region, only a 

few people were interested in the news and the news couldn’t 

be audience-selective. The growing number of social media 

platforms facilitate the spread of fake news, and on the 

contrary, complicate the detection of it. In the few last years, 

developing countries have been badly affected by fake news. In 

[9] authors present the limitations of manual detection due to 

the overwhelming volume of articles globally and emphasize 

the need for an automated system to assign credibility scores to 

 

different publishers and news contexts. Before we study fake 

news, we should know its types and categories to understand 

what authors mean in their studies. False information refers 

to Deceiving information whatever its type like hoaxes, 

propaganda, rumors, and junk news, so to make our study more 

organized and useful we can categorize fake news into 

disinformation which is defined as false information created 

and shared with malicious aims, misinformation which is 

spreading false information with no aims, and malinformation 

despite this type is shared real information, but with malicious 

intent [10]. Furthermore, we can define more minor types of 

false news such as fake news which is defined as Feigned 

articles that could be potentially or purposely deceptive to 

the audience, a hoax which is a trick that spreads containing 

false or inaccurate news, propaganda which is defined as an 

organized campaign to influence the audience to make them 

think about or do a particular thing, a satire which is created 

in form of jokes to amuse the audience. It may be harmful if 

it contains deceptive news, and rumors which can be defined as 

a subclass of propaganda. Rumors can be shared from one 

person to another without knowing the source of them, and 

click-bait which is attractive news used by the low-level press 

to make traffic to their sites to gain revenue [10]. 

There are two approaches researchers have used to detect 

fake news. The first approach is by extracting the features in 

the text and then introducing them to machine learning (ML) 

techniques. In [11] authors investigate five ML classifiers: 

random forest (RF) [12], Naïve Bayes (NB) [13], Support 

Vector Machine (SVM) [14], Logistic Regression (LR) [15], 

and Decision Tree (DT) [16]. In [17] authors perform fea- 

ture extraction on the Kurdish dataset which was extracted from 

Facebook using a Facebook-scraper tool using Term 

Frequency-Inverse Document Frequency (TF-IDF). In [18] 

authors investigate three ML classifiers: Multinomial Naïve 

Bayes (MNB) [19], DT, and SVM on a dataset of Arabic 

content consisting of YouTube comments. They convert the 

dataset texts into features of n-gram size of words, then they 

apply TF-IDF to the extracted features. In [20] authors use 

SVM for fake news classification with dataset [21] which 

contains seven classes corresponding to each news to describe 

it. They use class two and class six with the method described 

in [22]. In [8] authors investigate five ML classifiers: NB, 

LR, Multilayer Perceptron (MLP) [23], RF, eXtreme Gradient 

Boosting Model (XGB) [24] with TF-IDF and word count 

features, and apply them to an Arabic dataset scraped from 

Twitter. 

The second approach relies on the use of deep learning to 

identify fake news. In [24] authors use the multi-model based 

on Neural Networks. The model detects fake news with two 
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inputs the image and the text of the news. In [25] authors 

try three deep neural network variants to detect fake news by 

the input text, which is Long-Short Term Memory (LSTM) 

[26], LSTM with dropout regularization, and LSTM with one- 

dimension convolutional neural networks (1D-CNN) [27]. In 

[28] authors use the Bidirectional LSTM (BI-LSTM) [29] and 

autoencoder for fake news detection by input text. In [30] 

authors use the Arabic Bidirectional Encoder Representations 

from Transformers (AraBERT) [31] with a dataset in [20]. 

The AraBERT model is a pre-training model built based on 

Transformer [32] with Arabic content. In [33] authors use 

the Bidirectional Encoder Representations from Transformers 

(BERT) [34] for fake news detection by input text. The BERT 

model is a pre-training model built based on Transformer with 

English content. 

The dataset is a very important factor that affects the 

detection model efficiency, so it should be processed and 

purified as much as possible. Researchers in any language 

but English suffer from lacking benchmark datasets, so many 

researchers have created their datasets and then trained their 

models on them. There are popular English datasets like LIAR 

[35], Twitter15 [36], and Weibo [37]. There are also Arabic 

datasets like Covid19Fakes [38], AraNews [39], and ANS [40]. 

Datasets vary depending on their format, classes, source, 

collecting time, size, and subject. Twitter15 and LIAR are very 

popular English datasets that are publicly available [41]. The 

AraNews dataset is a very large one containing various topics 

collected from 5o newspapers from 15 Arabic countries, the 

United States of America (USA), and the United Kingdom 

(UK), it contains more than 5 million news articles. The ANS 

dataset is an Arabic dataset containing 3072 real samples versus 

1475 fake samples with a total of 4547 samples [40]. The 

Covid19Fakes consisted of an English dataset and an Arabic 

dataset in CSV format, the author provides the IDs of each 

tweet and its label. Covid19Fakes contains more than 200000 

English tweets and more than 200000 Arabic tweets. The 

purpose of this paper is to provide a reference survey of  

researchers who have provided methods and methodologies for 

identifying fake news on social media platforms. 

This paper is divided into five sections: Section I Intro- 

duction, Section II Fake News Detection Approaches, Section 

III Discussion, Section IV Challenges and Research Future 

Directions, and Section V Conclusion. 

 
II. FAKE NEWS DETECTION APPROACHES 

Many automatic fake news detection approaches have been 

proposed in the last few years due to their harmful impact. In 

[42] authors present a comparison among methods based on 

different approaches like traditional ML and DL models. We 

can categorize these approaches into two main sections. The 

first section includes approaches based on machine learning 

which suffer from feature extraction steps, so many researchers 

turned to deep learning approaches which are the second ap- 

proach. Deep neural networks simplify feature extraction by 

automatically learning hierarchical and abstract representations 

directly from the raw data reducing the need for manual 

intervention and domain specific knowledge. 

A. Classification of fake news using ML 

Machine learning has a great history in the natural language 

processing field, but it needs a necessary step called the feature 

extraction stage, this stage consumes computer resources and 

time. Researchers need to minimize the algorithm complex- 

ity to save time and resources and maximize performance. 

Before the feature extraction stage, there is another important 

step called data pre-processing. Generally, data pre-processing 

steps are almost the same in all languages, but we should 

consider the language families. We can summarize common 

pre-processing steps regardless of the language as follows: 

1) Remove HTML tags: news articles often contain HTML 

tags for formatting. We need to remove these tags and 

extract just the text content. This can be done using the 

BeautifulSoup library in Python. 

2) Remove punctuation and numbers: we remove punctua- 

tion marks and numbers from the text since they do not 

contribute much to the meaning. We can use a regular 

expression to remove these. 

3) Remove stop words like “the”, “a”, and “an” which are 

very common but do not provide much useful 

information. 

4) Lemmatize words like “fishes”, “went”, and “better” have 

the same lemma as “fish”, “go”, and “good”. 

5) Convert to lowercase: we convert all characters to low- 

ercase so that the model does not treat the same words 

with different cases differently. 

6) Check for null values and duplicates: we should also 

check for any null values or duplicates in the data and 

handle them appropriately. 

Preprocessing Arabic text for fake news detection purposes 

has some additional challenges compared to English. Some of 

these challenges are: 

1) Removing diacritics: Arabic text contains diacritics like 

fathas, dhammas, and kasra to represent short vowels. We 

remove these diacritics since they do not contribute to the 

meaning. 

2) Normalizing different forms: the Arabic script has dif- 

ferent forms for the same letter depending on its position 

in the word. We need to normalize the letters to a single 

form. This can be done using libraries like ArabicNor- 

malize. 

3) Removing stop words: Like in English, we remove 

common stop words like: لل, الذى, في. 
4) Stemming: Arabic words are derived from a set of roots 

by applying different prefixes and suffixes. Stemming 

aims to remove these affixes and normalize the word to 

its root form يشربون, تفعل   turned to فعلشرب , . 
5) Handling encoding: there are different encodings for 

Arabic scripts like CP1256, ISO 8859-6, UTF-8, etc. 

We need to ensure our text is in a consistent encoding 

(typically UTF-8) to avoid errors. After dataset pre- 

processing and feature extraction, features are passed 

with their labels to the classifier to know if it is fake or 

not. Figure 1 presents the fake news detection phases. 
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Fig. 1: fake news detection phases 

 
 

In this section, we will show researchers’ efforts in machine 

learning across different languages, including both Arabic and 

English. 

1) Kurdish language: in [11] authors use ML Techniques for 

detecting fake news in the Kurdish language which includes 

three phases. The first phase is the dataset collection, in this 

phase authors use two sets, the first set is a collected real news 

and fake news in the Kurdish language using the Facebook tool. 

The second set is made by modifying the real news in the first 

set to generate the fake news. The second phase is the dataset 

pre-processing. The pre-processing contains four consecutive 

units. The first unit is encoding and normalization for encoding 

the text to UTF 8 and removing the characters such as: *, @, 

%, &..., URL links, the non- Kurdish words, emojis, and extra 

spaces. The second unit is tokenization for splitting the text in 

natural language into vectors containing words and tokens in 

a special language. The tokenization unit in [11] needs 

ontology content words in the Kurdish language. The third unit 

is for removing the stop words in the sentence. Any language 

has to stop words such as “is, are, and, or, etc.” in English. 

The Kurdish language has 240 stop words [43]. The last unit is 

stemming words in the Kurdish language. The stemming is a 

process for getting the root of the word. Figure 2 presents the 

sequence of the pre-processing phase. The last phase is the 

classifier for the classification of fake news and real news, but 

there is feature extraction before the classification. In [11] 

authors use the TF-IDF to extract features of sentences, then 

pass the label and feature to the classifier. In [11] authors 

investigate five ML classifiers: RF, NB, SVM, LR, and DT. 

The first set  achieves 88.71% accuracy with SVM, and the 

second set achieves 83.26% accuracy with RF. 

 
2) Arabic language: In [18] authors use ML to detect fake 

news about celebrities’ deaths in YouTube comments. There 

are four phases to detect fake news. The first phase is the data 

collection from comments on YouTube about three celebrities 

in three sets. Distribute the news in the three sets into fake 

and non-fake news about a celebrity’s death. The second phase 

is data cleaning which is the same phase as in [11]. The third 

 

 

 

 

 
Fig. 2: The Sequence of Pre-processing Phase 

 

phase is feature extraction using TF-IDF on sentences to 

convert words to vectors. The last phase is passing the features 

with labels to investigate by three ML classifiers: SVM, DT, 

and MNB. Figure 3 presents the pipeline of detecting fake news 

processes. The performance of detection of fake news achieves 

95.35% accuracy with SVM for the first celebrity fake news. 

The second celebrity fake news achieves 95.56% with DT. The 

third celebrity fake news achieves 93.68% with SVM. In [20] 

authors use the dataset in [21], which has seven types of classes 

 

Fig. 3: The Pipeline of Fake News Classification Process 

 
, type 1 contains a verifiable factual claim, type 2 contains 

false information, type 3 is attractive to the public, type 4 is 

possible damage to a person, an organization, or the 

community, type 5 needs reviewing by a fact-checker, type 6 

harms society, type 7 needs policymakers’ attention. Type 2 

and type 6 are related to fake news. In [20] authors use the 

SVM for the classification of the six types of classes. Type 2 

achieves 44.3% accuracy with Arabic content and 40% 

accuracy with English content. Type 6 achieves 69.7% 

accuracy with Arabic content and 50% accuracy with English 

content. 

In [8] authors use ML to detect fake news about Covid-19 on 

Twitter. There are three steps for detecting fake news in Covid- 

19. The first step is data collection from Twitter by Hashtags 
such as كورونا  ,# الحجر الصحي #, etc. which contain real and fake 
news about COVID-19, then they manually annotated 2,500 

tweets into fake or genuine classes. After annotation, there are 

1,537 tweets (835 fake and 702 genuine). In the first step there   
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is a second phase which is tweets automatically annotated by 

ML from the Manual Annotated dataset, the tweets 

automatically Annotated were 34,529 tweets (19,582 fake and 

19,582 genuine). The feature extraction step investigates four 

types of features: Count Vector, Word-Level TF-IDF, N-gram- 

Level TF-IDF, and Character-Level TF-IDF. The last step is 

classification by ML, there are six ML investigation algorithms 

NB, LR, SVM, MLP, RF, and XGB. The best f1-score is 87.8% 

with TF-IDF (n-gram-level) feature and LR classifier. Table 1 

presents each of the Arabic fake news detection dataset results 

on YouTube comments and Twitter with used features and 

classifiers. 

3) English, Spanish, and Portuguese language: in [44] 

authors use ML to detect fake news in three languages En- 

glish, Spanish, and Portuguese. They applied three steps pre- 

processing, feature extraction, and classification for predicting 

fake news. The first step is pre-processing which has three 

phases cleaning, filtering, and noise removal. In the cleaning 

phase, the text is converted to UTF-8 then removing non- 

textual characters and special characters. The filtering phase 

filters the small text to avoid too short news. The noise removal 

phase removes extra whitespaces and removes the text that is 

not related to the news content from the original text. In the 

second step three categories of features are used: complexity, 

stylistic, and psychological as in [45], these features focus on 

capturing high-level structures. The complexity features cap- 

ture the overall intricacy of the news at the word and sentence 

level. The stylistic feature uses NLP to extract grammatical 

information from each document or sentence, also, the stylistic 

feature is understood as a syntax and text style using NLP 

techniques. The psychological features use sentiment polarity 

evaluation [46] for measuring the positivity or negativity of 

a text. The third step uses SVM, k-NN, RF, and XGB for 

classification. There are three classes: Fake, Legitimate, and 

satire in the three datasets of fake news. The three datasets 

are English fake news [45], Portuguese Fake news [47], and 

Spanish Fake news [48]. In [44] authors archive between 71% 

and 91% accuracy score in the English dataset, 89% accuracy 

score in the Portuguese dataset, and 77% accuracy score in 

the Spanish dataset. 

B. Classification of fake news using DL 

Deep learning has dominated the research community due 

to its better performance compared to traditional machine 

learning in many domains. Deep learning is characterized by its 

different representations according to the number of levels and 

the way the neurons are connected whether in the same level 

or between one level and another. 

Here we will demonstrate how researchers have applied deep 

learning techniques to various languages like English and 

Arabic. 

1) English language: in [25] authors present a multi-model 

based on CNN for feature extraction and a neural network for 

classification of the fake news and event discriminator which 

has two inputs for detecting the information of the event. The 

first input is the text of the event which is converted into 

a vector using the word embedding then they use 1D-CNN 

to extract the features from word embedding. The second input 

is the image of the event which the authors extract the features 

from it using the VGG-19 model [49]. The VGG- 19 is a 

pre-trained model for feature extraction and detection from 

images. After extracting the features, the features from the text 

and image are concatenated into the feature model. Then use 

the feature model for news classification to decide whether the 

event is fake news or not. The event discriminator is for 

detecting what the event is. News classification and event 

discriminators use the neural network for prediction. In [25] 

authors present a model called Event Adversarial Neural 

Networks (EANN). Figure 4 presents the methodology of 

EANN. The dataset in [25] is a collection of two datasets, 

 

Fig. 4: The Methodology of EANN for Classification Fake 

News and Event Discriminator 

 
the first dataset collection is from Twitter [50] for detecting 

fake content on Twitter and the second dataset is called Weibo 

Dataset [51] used for fake news detection. Table 2 presents 

the number of samples and classes in each dataset Twitter 

and Weibo. The model achieves 71.5% accuracy with the 

Twitter dataset and 82.7% with Weibo. In [26] authors try three 

different deep learning models trained by a dataset from 

Twitter content presented in [52]. The dataset contains 5800 

tweets about five rumor stories. Figure 5 shows the three deep-

learning models applied to the dataset. The first model includes 

five steps, the first step is word embedding to convert the word 

and token to vector. The second step uses the CNN model to 

reduce the dimensionality of embedding word vectors and 

avoid over-fitting of the training data. The third step uses the 

output feature from CNN to train LSTM. The fourth step is a 

dense layer (full connection) to connect the output vectors of 

LSTM to the signal layer. The last step is classification to 

predict the label based on a neural network. The second model 

contains four steps: word embedding, the LSTM with dropout, 

dense layer (full connection), and classification. The last model 

contains word embedding, LSTM, dense layer (full 

connection), and classification. The last model achieves 

82.29% accuracy after cross-validation training. In [28] 

authors present a model for fake news detection based on 

Bi-LSTM and Autoencoder trained using a dataset called the 

fake news challenge FNC-1[53]. The model depends on two 
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TABLE I: The best results for Arabic fake news datasets, with types of features and classifiers 
 

Study Dataset Feature Approach Classifier Best accuracy or f1 

M. Alkhair et al. 

[18] 
YouTube comment [18] TF-IDF Machine learning SVM, DT, and MNB 

95.35% for 1st celebrity, 

95.56% for 2nd celebrity, and 

93.68% for 3rd celebrity 

Firoj Alam et al. 
[21] 

Twitter dataset [21] TF-IDF Machine learning SVM 
44.3 % for type 2, 

and 69.7% for type 6 

Ahmed Redh et al. 

[8] 
Covid-19 Twitter dataset [8] 

Count Vector, Word-Level TF-

IDF, N-gram-Level TF-IDF, 

and Character-Level TF-IDF 

Machine learning 
NB, LR, SVM, MLP, 

RF, and XGB 
f1-scour 87.8% 

 
TABLE II: The number of samples in Twitter and Weibo 

datasets [25] 
 

Dataset Twitter Weibo 

Number of fake News 7898 4749 

Number of real News 6026 4779 

Number of images 514 9528 

 

 

 

Fig. 6: The methodology of fake news detection for FNC 

dataset 

 

 

 

 

 

 
 

Fig. 5: Present the Three Models of Deep Learning 

 

inputs of news the headline and the body of news.  For each, 

the inputs need to be converted to vectors by word embedding, 

then the Bi-LSTM for feature extraction from them. The Bi-

LSTM is a double LSTM in two directions, then use the 

Autoencoder for connecting the two outputs from the Bi-

LSTM. The output from the autoencoder passes to the dense 

layer (full connection) for normalization and linear vector, then 

classifies the news using the classification stage into four 

classes Agree, Disagree, Discuss, and Unrelated. Figure 6 

presents the methodology of the model. The model achieves 

94% accuracy, 93.725% Precision, 93.88%, recall, and 93.88% 

F1 Score. 

In [31] authors use the BERT which is a pre-trained model 

based on transformer training on the BookCorups dataset which 

is made of over 800 million words to extract features from input 

sentences. The BERT has a bidirectional trans- former encoder 

in each layer. The transformer encoder unit has three 

components: multi-head attention, add and normalize, and 

feed-forward. Figure 7 shows the BERT architecture. 

In [33] authors propose two models based on BERT for 

fake news classification using LAIR [35] and LAIR PLUS 

[54] datasets. The first model for fake news classification using 

the LAIR dataset has two input branches because the LAIR 

dataset has a news statement and metadata for each news. The 

first model uses the BERT for two branches of the dataset then 

shares the weights between them and concatenates the output 

of BERT then uses the dropout to avoid over-fitting. Finally, 

they use the full connection and soft-max function for output 

classification. Figure 8 presents the architecture of the first 

model for the LAIR dataset. 

The second model for fake news classification using the 

LAIR PLUS dataset has three input branches because the LAIR 

PLUS dataset has a news statement, metadata, and human 

justification for each piece of news. The second model uses the 

BERT for the three branches of the dataset then shares the 

weights between them and concatenates the output of BERTs, 

then uses the Dropout to avoid the over-fitting. Finally, the 

authors use the full connection and soft-max function for output 

classification. Figure 9 presents the architecture of the second 

model with the LAIR PLUS dataset. There are two mods in 

LAIR and LAIR PLUS, the first mod has a binary label ‘true’ 

and false. The second mod has six labels ‘true’, ‘half true’, 

‘mostly true’, ’mostly false’, ‘false’, and ‘pants- fire’. The first 

model achieves 72% accuracy with binary labels in 

classification and 35.2% with six labels in classification. The 

second model achieves 74% accuracy with binary labels in 

classification and 37.1% with six labels in classification. In 

[55] authors achieve an F1-score of 66.67% using the BERT 

algorithm, but they have used a very small dataset. In [56] 

authors implemented a model called (FakeBERT) which 

consisted mainly of BERT with 1D-CNN followed by a max-

pooling layer. FakeBERT achieved an accuracy of 98.9% with 

10 epochs. In [57] authors use LSTM with a glove word 

embedding to implement their model, then they built the dataset 
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Fig. 7: BERT Architecture 

 

 

 
Fig. 8: The first Model for Fake News classification from LAIR 

Dataset [33] 

 

Fig. 9: The Second Model for Classification Fake News from 

LAIR PLUS Dataset [33] 

 

from two sources one of them is from Kaggle.com, and the other 

one is the glove Twitter data which is used in embedding. They 

achieve an accuracy of 99.88% with 10 epochs. Table 3 presents 

 

some English datasets for fake news detection using the DL 

techniques and the results. 

2) Arabic language: in [30] authors use the AraBERT for 

fake news detection from Twitter with Arabic dataset content. 

Figure 10 presents the methodology of the model. The 

AraBERT is a pre-trained model with Arabic content that has 

the special tokens: [SEP] for segment separation and [CLS] 

for classification that is used as the first input token for any 

classifier. Authors use the output of [CLS] for classification by 

connecting with a feed-forward neural network and then use the 

sigmoid function to normalize the output between 0 and 1. In 

[30] the model was trained by the dataset used in [21]. The 

dataset in [21] has seven types of information, but only types 

2 and 6 are related to fake news. The model achieves 67.7% 

accuracy, 78.7% precision, 67.7% recall, and 66.4% F1 score 

for type 2. And achieves 90% accuracy, 90% precision, 91% 

recall, and 90% F1 score for type 6. In [58] authors use the CNN 

and LSTM for fake news detection from Twitter with the ANS 

dataset [40]. Figure 11 presents the methodology of the model. 

The first step embedding the text to convert words to vectors. 

The second step passes embedding words into CNN for 

convolution and pooling based on one dimension of the 

embedding words. The CNN model works as a redundancy 

of the feature of embedding words. The third step passes the 

output of the CNN model into the LSTM model. The 

LSTM model for learning from the sequence of words. The last 

step uses the dense (full connection) layer for labeling the 

output of LSTM. The ANS dataset contains 4547 samples 

where 1475 samples are real news and 3152 samples are fake 

news. This model achieves 67% accuracy, 49% precision, 57% 

recall, and 52% F1-score. In [59] upgrade the Arabert and 

mBERT [60] by fine-tuning with 1.5 million Arabic sentences 

about covid 19 [61] before being used with a labeled dataset. 

This model is called after fine-tuning with COVID-19 Arabic 
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TABLE III: The Best Results for English Fake News Datasets Using DL Techniques 
 

Study Dataset approach Techniques Best accuracy 

Jin, Z., Cao, J. et al. [51] 
Twitter [50] 

Weibo Dataset [51] 
Deep learning VGG-19 and Event Adversarial Neural Networks 

71.5 % 
82.7 % 

Zubiaga et al. [52] Twitter dataset [52] Deep learning LSTM 82.29 % 

Slovikovskaya et al. [53] FNC-1 dataset [53] Deep learning Bi-LSTM and Auto encoder 94% 

Wang, W. Y. et al [35] LAIR [35] Deep learning BERT 72% 

Alhindi, T et al. [54] LAIR PLUS [54] Deep learning BERT 74% 

 
TABLE IV: The Best Results for Arabic Fake News Datasets 

using DL Techniques 
 

Dataset Techniques Best accuracy 

dataset [21] AraBERT 90% 

ANS dataset [40] CNN-LSTM 67% 
 AraBERT 94.17 % 

AraCOVID19-MFH [59] 
mBERT 

AraBERT Cov19 
93.53 % 
95.78 % 

 mBERT Cov19 94.91 % 

 

III. DISCUSSION 

 

 

 

 

Fig. 10: The Methodology of Fake News Detection for Arabic 

Content on Twitter 

 
 

Fig. 11: The Methodology of Fake News Detection based on 

CNN-LSTM using ANS Dataset 

 
 

sentences by AraBert cov19 from AraBert and mBert cov19 

from mBert. This model works as the model in [30] but is fine-

tuned with a different dataset. The used one consists of 10828 

Arabic tweets classified with 10 distinct labels. The labels are 

about hate, cures, giving advice, morals, judgments or news, 

dialect, lambaste and negative speech, factual, need fact-

checking, and contain false information. This study achieves 

an accuracy of 95.78% with the label “contains fake 

information” using the model “AraBert cov19” and 94.91% 

when using the model “mBert cov19” for the same label. 

Table 4 presents each of the datasets for Arabic fake news 

detection results using the DL techniques. 

From the above study, using deep learning shows better 

results than machine learning algorithms, which is clear in 

[20] and [30] for the same dataset [21], where the accuracy is 

69% in type 6 and 40% in type 2 [20], while the accuracy of the 

results in deep learning using AraBERT was 67% for type 2 

and 90% for type 6 [30]. 

It is not possible to judge the remainder of the deep learning 

mechanisms that have the same target classifying the fake 

news, because they use different datasets from each other, 

whether it is similar in their structure or the number of samples 

they contain. However, the comparative study [62] applied to 

different datasets to classify texts. The results of [62] show the 

superiority of deep learning over machine learning, in addition 

to the superiority of transformer-based models such as BERT, 

XLNet [63], RoBERTa [64], and MT-DNN [65] over deep 

learning models in text classification. In [32] authors present 

the complexity of deep learning algorithms for NLP and the 

results show the transformer is superior in training time over 

other NLP deep learning algorithms such as LSTM, Bi-LSTM, 

and CNN. 

There are limitations in ML as the ML needs a feature 

extraction step, and there are many algorithms for feature 

extraction for example, in NLP the feature extraction algo- 

rithms used are TF-IDF, n-grams, word counts, etc. but in DL 

the features are automatically picked by the neural network. 

Another limitation of ML is about bad performance with 

complex problems. The ML is not a good choice with large 

datasets whereas the DL is very good with large datasets, also 

the ML can’t handle the multi-complex inputs in a dataset. 

Table 5 shows a summary of researchers’ studies to facilitate 

understanding them and compare their results. 

IV. CHALLENGES AND RESEARCH FUTURE DIRECTIONS 

We can note that there are a number of joint challenges 

among researchers in this field especially those who work 
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TABLE V: Discussion Table 
 

Study Dataset Feature Approach Language Techniques Best accuracy 

Jin, Z., Cao, J. et al. [51] 
Twitter [50] 

Weibo dataset [51] 
- DL English 

VGG-19 

and 

Event Adversarial 

Neural Networks 

71.5 % 
82.7 % 

Zubiaga et al. [52] Twitter dataset [52] - DL English LSTM 82.29 % 

Slovikovskaya et al. [53] FNC-1 dataset [53] - DL English 
Bi-LSTM and 
Auto encoder 

94% 

Wang, W. Y. et al [35] LAIR [35] - DL English BERT 72% 

Alhindi, T et al. [54] LAIR PLUS [54] - DL English BERT 74% 

Abonizio et al. [44] English fake news [45] 

the features focus on 

capturing high-level 

structures: 

Complexity, Stylistic, 
and Psychological 

ML English 

KNN 

SVM 

RF 

XGB 

75% 

79% 

79.9% 

80.3% 

M. Alkhair et al. [18] YouTube comment [18] TF-IDF ML Arabic SVM, DT, and MNB 

95.35% for 

1st celebrity, 

95.56% for 

2nd celebrity, 

and 

93.68% for 

3rd celebrity 

Firoj Alam et al. [21] Twitter dataset [21] TF-IDF ML Arabic SVM 
44.3 % for type 2, 

and  
69.7% for type 6 

Ahmed Redh et al. [8] Covid-19 Twitter dataset [8] 

Count Vector, 

Word-Level TF-IDF, 

N-gram-Level TF-IDF, 

and 

Character-Level TF-IDF 

ML Arabic 

NB, LR, SVM, 

MLP, 

RF, and XGB 

f1-score 87.8% 

Hussein et al. [30] Dataset [21] - DL Arabic AraBERT 90% 

Sorour et al. [58] ANS dataset [40] 
- 

 
DL Arabic CNN-LSTM 67% 

Pal, A.P et al. [55] Dataset [55] - DL English BERT F1-score 66.67% 

Rohit K. et al. [56] 
Real-world fake news dataset 

[56] 
- DL English BERT +1D-CNN 98.9% 

Tavishee et al. [57]  Glove twitter dataset [57] - DL English LSTM 99.88% 

Ameur et al. [60] AraCOVID19-MFH [60] - DL Arabic 

AraBERT 
mBERT 

AraBERT Cov19 

mBERT Cov19 

94.17 % 

93.53 % 

95.78 % 

94.91 % 

 

on the Arabic language. The biggest challenge is the Arabic 

dataset, as most of the datasets are hard to scrap from social 

sites. Most researchers in the Arabic branch present only the 

tweets/posts IDs and their class (ex: real or fake), any other re- 

searcher needs to scrap the dataset using the IDs. The scrapped 

dataset can’t be the same every time because of the removed 

tweets by the user. After scrapping, the dataset must be cleaned 

and purified. The mentioned tasks are very exhaustive and need 

permissions which makes it a very hard task, so we can 

say there is an urgent need for an Arabic benchmark dataset that 

must be publicly available for upcoming research. Another 

problem in the Arabic dataset is the small size of most of 

them [41]. Another important issue is how to detect malicious 

news quickly before spreading [10]. Using ML to extract 

features from datasets gives big-size vectors that must be 

minimized to facilitate using it in fake news detection [10]. 

Fake news detection is a very wide field and still needs more 

research to cover it. In the future, we can compare the 

results of different techniques using different datasets to 

determine the best techniques, then try different evaluation 

metrics [10]. Ensemble techniques may play an important role in 

enhancing results [66]. Fake news detection will expand to 

include DeepFake [67]. 

 

CONCLUSION 

This research presents the techniques used in categorizing 

news between true and fake. These techniques are based on one 

of the following two main approaches: the traditional approach 

(feature extraction and ML) and the approach based on deep 

learning. The traditional methodology relies on techniques for 

extracting features from text such as (TF-IDF, n-gram, count 

vectors, etc.), then classifying the features using machine 

learning techniques. Recent research is based on using deep 

learning to classify news, such as using CNN, RNN, and 

LSTM. However, the pre-trained models based on Trans- 

former, such as BERT and others have showed better results. In 

addition, the Transformer is faster in training than other 

models, and this is an important advantage in the complexity of 

the algorithms. The criteria used to measure results were 

accuracy, precision, F1 scores, and recall. We recommend 

using the Transformer or pre-trained models based on the 
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Transformer for the fake news classification process. 
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