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ABSTRACT 
 
Unmanned vehicles are devices that can move around and perform tasks without an 
operator onboard. Such features are essential in many applications. Localization is a 
very important task in any autonomous mobile robot; in order to reliably navigate, the 
robot must keep accurate track of where it is. In the past few years Monte Carlo 
Localization (MCL) has been one of the most successful and popular approaches to 
solve the localization problem. MCL is a Bayesian algorithm based on particle filters. 
This paper is an attempt to increase the accuracy of localizing a mobile robot by 
modifying the way of generating samples from the proposal distribution of the MCL 
algorithm. Results show improvements in localization accuracy as compared to the 
basic MCL algorithm. 
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NOMONCLATURE 

M                       number of modified samples 
N                   number of original samples 
��                  Control data at time �  
��                  Weight of sample 
��                  Robot state at time �   
	�                  Measurement data at time �     
 
 
INTRODUCTION 
 
Autonomous vehicle may navigate depending on robot capability, namely sensors 
installed on board and processing resources. The localization problem is the problem 
of estimating the robot’s current position relative to a known map of its environment. 
Mobile robot localization is one of the most basic perceptual problems in robotics. 
This is because nearly all robotic tasks require knowledge of the location of the robot 
and the objects that are being manipulated. Generally, there is a belief that 
probabilistic approaches are among the most promising candidates to providing a 
comprehensive and real-time solution to the autonomous system problems. The aim 
of this paper is to improve Monte Carlo Localization model and its computational 
approach.                  
 
 
TYPES OF LOCALIZATION ALGORITHMS 
 
Most of the earlier approaches to robot localization apply Kalman filters which have 
proven to be robust and accurate for keeping track of the robot’s position. Kwon et. 
al. [1] and Yomchinda [2] used kalman and extended Kalman Filter (EKF) and 
claimed success of their proposed methods. However, there exist a number of 
extensions of the basic Kalman filter such as extended kalman filter (EKF) and 
Multihypothesis Tracking Algorithm (MHT). In practice, localization approaches using 
Kalman filters typically require that the starting position of the robot is known and the 
assumption of uncertainty is always Gaussian. Generally, this is well-suited for local 
position tracking problems with limited uncertainty and in environments with distinct 
features. They are less applicable to global localization or in environments where 
most objects look alike. 
 
The straightforward application of Bayes filters to the localization problem is called 
Markov localization.  The central idea of Markov localization is to represent the 
robot’s belief by a probability distribution over possible positions, and use Bayes rule 
and convolution to update the belief whenever the robot senses or moves. Markov 
localization employs discrete multi-modal representations for representing the robot’s 
belief, hence can solve the global localization problem. Naseer et. al. [3], successfully 
applied Markov localization approach by using visual measurements.  
 
Grid localization approaches perform numerical integration over an evenly spaced 
grid of points. This involves discretizing the interesting part of the state space, and 
uses it as the basis for an approximation of the state space density. Grid-based 
methods are powerful, but suffer from excessive computational overhead and a priori 
commitment to the size and resolution of the state space. In addition, the resolution 
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and thereby also the precision at which they can represent the state have to be fixed 
beforehand. Computational requirements have an effect on accuracy as well, since 
all measurements can be processed in real-time, and valuable information about the 
state is thereby discarded. An occupancy grid based localization framework is 
presented in  Guo et. al. [4], in order to obtain a precise positioning with relatively 
low-cost sensor configuration.  
 
Das et. al. [5] presented a novel localization method which can be applied in an 
environment having orthogonal sets of equally spaced lines to form a grid.  
 
 
MONTE CARLO LOCALIZATION 
 
Monte Carlo Localization, or MCL has become one of the most popular localization 
algorithm in robotics; it represents the belief about the robot’s state 
��
��� by a set of 
weighted particles. MCL uses sampling techniques to represent the robot’s belief. 
When the robot moves or senses, importance re-sampling is applied to estimate the 
posterior distribution.  
 
Table 1 shows the basic MCL algorithm, which represents the belief 
��
��� by a set 

of � particles  �� = ���
���, ��

��� … … … … , ��
����. Line 4 in the algorithm applies the 

sampling (from the motion model), using particles from present belief as starting 
points. The measurement model is then applied in line 5 to determine the importance 
weight of that particle. The initial belief 
��
��� is obtained by randomly generating � 
such particles from the prior distribution �
���, and assigning the uniform importance 
factor � �� to each particle. 
 

Table 1. Monte Carlo Localization algorithm based on particle filters [6].  

 

1:             � !"#$%&' ()*
����, ��, 	�, +,-�: 
2:                   �̅� = �� = 0  
3:                   for + = 1 �5 � 65 
4:                          ��

��� = sample_motion_model
��, ����
��� � 

5:                          ��
��� = mesurement_model
	�, ��

���, +,-� 
6:                           �̅� =  �̅� + G��

���, ��
���H 

7:                   endfor 
8:                   for + = 1 �5 � 65 
9:                          draw M with probability ∝  ��

�R� 
10:                        add ��

�R� to ��  
11:                endfor 
12:                return �� 

 

MCL has several key advantages over earlier work in the field: 

1. In contrast to existing Kalman filtering based techniques, it is able to 

represent multi-modal distributions and thus can globally localize a robot. 
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2. It drastically reduces the amount of memory required compared to grid-based 

localization and can integrate measurements at a considerably higher 

frequency. 

3. It is more accurate than Markov localization with a fixed cell size, as the state 

represented in the samples is not discretized. 

4. It is much easier to implement. 

5. MCL is an online algorithm.  
 

 
LIMITATIONS OF MCL 
 
Beside advantages of MCL there is a range of limitations, such as the inability to 
estimate posteriors for highly accurate sensors, poor degradation to small sample 
sets, and the ability to recover from unexpected large state changes (robot 
kidnapping). 
 
In order to overcome these limitations Fox et. al. [7] and Thrun et. al. [8] introduced a 
randomized Bayesian algorithm and later a Mixture-MCL algorithm and hence 
researches continued with such approach. 
 
 
MCL SURVEY 
 
Dellaert and Fox et. al. [9] introduced a novel approach to mobile robot position 
estimation. By using Monte Carlo type methods, they combined the advantages of 
grid-based localization with the efficiency and accuracy of Kalman filter based 
techniques. Burgard et. al. [10], proved that MCL leads to a variety of advantages: A 
significant reduction in computation and memory consumption, which leads to a 
higher frequency at which the robot can incorporate sensor data, which in turn 
implies much higher accuracy. Schulz [11] used the Monte Carlo sampling 
techniques to ensure that the robot is capable of quickly determining the state of 
objects by taking the robot’s uncertainty about its position into account. Röfer et. al. 
[12] increased the stability of the localization by a slow adaptation of the probabilities 
of the samples. They improved the precision of localization by using a so-called 
probabilistic search that moves samples locally dependent on their probabilities.  
 
Pfaff et. al. [13] suggested a learning function that outputs the appropriate variance 
for each particle based on the estimated area in the state space represented by this 
particle. Grisetti et. al. [14] presented an optimization that requires less memory and 
computational resources, an improvement over other state-of-the-art mapping 
techniques using Rao–Blackwellized particle filters applied to solve the SLAM 
problem using grid maps. Delius et al. [15] indicated that the improved sample-based 
maps increase the accuracy during robot localization when compared to the maps 
before improvement. Beinhofer et. al. [16] applied a Monte Carlo simulation using the 
real system dynamics to check if the selected landmark placement set of their 
method satisfies the deviation guarantee also for the possibly non-linear models. 
Zapata et. al. [17] propose an improved Monte Carlo localization algorithm using self-
adaptive samples, abbreviated as SAMCL which is more efficient than regular MCL. 
Frank et. al. [18] improved their system by replacing the collision detection method 

which used in [19] and extended the localization module, which is based on Monte 
Carlo localization. Wolf et al. [20] combined an image retrieval system with Monte-
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Carlo localization for robustly localizing a robot in indoor environments to achieve 
better performance.  
 

 Qomaruddin et. al. [21] introduced Monte Carlo localization as method to estimate 
robot position of robot continuously. Once position of the robot is estimated, dynamic 
programming would successfully determine the fastest route to the target.   Almeida 
et.al. [22], presented a novel implementation of Monte-Carlo Localization as a 
localization technique which was applied at humanoid robots whose main sensory 
input is a camera. Such proposals are useful and were validated by simulated 
experiments. Rui and Ho [23] proposed an algorithm to locate an object by an 
asynchronous relay network using time of arrival (TOA) measurements and Markov 
Chain Monte Carlo method, simulations showed that the proposed method has high 
accuracy for measurement association and yields a good localization accuracy. 
Peters [24] developed a localization method that can account for transmitter and 
receiver location errors, besides sound-speed, time and bearing errors. A Monte 
Carlo test was conducted to compare the accuracy of the proposed method to that of 
a more conventional method used as a baseline. The degree of improvement was 
claimed to increase with a larger region area, larger bearing measurement error, and 
with a smaller time-of-arrival measurement error The degree of improvement is also 
slightly greater with a larger number of receivers. 
 
 
MODIFIED SAMPLING METHOD FOR MCL 
 
The idea of the MCL algorithm is to represent the belief 
��
�� by a set of N weighted 
samples distributed according to 
��
��. It is intuitive that increasing the number of 
samples N yields a better approximation of the belief distribution and minimizes the 
mismatch between the target and proposal distribution; therefore, improving the 
localization accuracy. 
 
The basic MCL algorithms has two basic steps, the prediction and correction step. 

1- Prediction step: 

Using an initial particle set 
����R �  of N samples apply the motion model to 
each particle in the set to draw a sample from the density -
�|����, ���. This 
results in N predicted samples. 

i.e. for 
����R �      M =1            � 

draw 1 sample U��RV from -
�|����, ��� 

2- Correction step: 
In this step the sensor measurement 
	W� is taken into account to weigh each 

particle sample U��RV  obtained from the previous step. At this point each 

particle U��RV has a weight according to its importance.  

Finally this sample set 
��� is resampled according to their particle weights. 

i.e. for U��RV M=1    N 

draw one sample 
��R� from {��R , �R} (Importance Resampling) 
 

In this work, a modification on the sampling generation procedure of the prediction 
step is introduced. Instead of drawing one sample from -
�|����, ��� in the particle 
set, it is suggested to draw M samples instead of one. 
Drawing more samples from the distribution -
�|����, ��� increases the chances that 
one of these samples is the “correct” sample. This fact arises from the uncertainty in 
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robot motion which increases the spread of the distribution -
�|����, ��� hence it is 
intuitive to increase the number of samples drawn to better represent this distribution. 
 
Sampling modification of MCL: 

3- Prediction step: 

For 
����R �   M=1       N 
Draw MMMM samples from -
�|����, ��� 
Then the size of 
��Z� is N *M 
 

4- Correction step: 
For 
��Z�    + =1           N *M 
Incorporate sensor measurement 	W to weigh each particle in the sample set. 
Draw one sample 
��Z� from {��Z , �Z}  and down sample to choose the best N 
samples, this is to make sure that the size of the sample set will not increase 
monotonically. 

 
This sampling approach means that for the same number of overall samples it is 
better to choose M > 1. In other words, if the required number of samples is 1000 for 
example, it is better to choose N = 100 and M = 10, this yields a total number of 1000 
samples but improves the overall localization accuracy than if M = 1 and N = 1000. 
The results presented next shows this improvement in localization accuracy. 
 
 
RESULTS AND ANALYSIS 
 
In this work, a simulated robot on the Matlab environment was used to verify the 
proposed technique. The simulated robot is equipped with a laser sensor (Lidar) and 
wheel encoders. The robot is driven around in a virtual environment of a given map 
and laser scan data and encoder odometry were collected. 

 

Fig. 1. Distance error when using a total of 100 samples. 
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Fig. 2. Distance error when using a total of 1000 samples. 

 
From the previous figures, it may be seen that the proposed modification in the 
sampling procedure increases the accuracy of localization recorded over 25 robot 
steps. This improvement is obtained without any other modification to the original 
basic MCL algorithm, i.e. no modifications were made on the motion or sensor 
models or even the resampling method. It should be noted that this modification has 
no effect on the computational complexity of the algorithm nor its run time, since the 
number of overall samples to be processed remains the same. 
 
The parameter used to evaluate the effectiveness of the proposed modification, is the 
Euclidean distance between the true pose of the robot (obtained from the simulator) 
and the estimated position (obtained from the MCL algorithm). On the other hand, the 
estimated position is chosen as the mean of the particle set after the resampling 
step. 
 
 
CONCLUSION AND FUTURE WORK 
 
In this work, a modification to the sampling procedure from the proposal distribution 
is introduced. This modification is based on increasing the number of samples drawn 
from the proposal distribution. Results show an improvement in the local tracking 
accuracy over the basic Monte Carlo Localization Algorithm. 
 
In future works, the authors intend to apply this modification to the sampling 
procedure to other versions of the MCL such as the adaptive MCL algorithm. The 
improvement in accuracy may be further extended to other variants of the MCL 
algorithms in order to achieve even better performance. 
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