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Abstract: Heart disease is the term used to describe any ailment that is unavoidable and 

damages the heart. Machine learning (ML) techniques have been used by computer sys-

tems to support diagnosis in the field because of the vast amount of electronic health data 

that is now available. The data in this study is classified using a multi-layered perceptron 

(MLP) that was trained using a back-propagation (BP) artificial neural network (ANN). 

Heart diseases with or without heart attacks are classified using the MLP. By repeatedly 

going through layers of functions, ANN may identify patterns in the data and subse-

quently build a model. This study spans more than a thousand epochs and uses sigmoid 

activation functions. Experiments with different learning rates and neuron number values 

produced the greatest results. The results showed 25 neurons and a 0.25 learning rate with 

a high accuracy of 80.66%. It is discovered that ANN can be applied to categorize cases of 

heart disease. 
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1. Introduction 

Over 17.9 million people lost their lives from cardiovascular disease, and 80% of the total deaths are caused by 

coronary heart disease [1]. The coronary arteries in the blood veins that provide blood to the heart might nar-

row or get blocked in one of the many different types of heart disease. This steadily develops over time and is 

known as coronary artery disease. This is the main cause of heart attacks in people. Heart disease is any un-

preventable circumstance that is affecting a human's heart [2]. Heart illness comes in a wide variety of forms, 

and each has a unique effect on the heart. Coronary heart disease, congenital heart problems, arrhythmia, my-

ocardial infarction, and other prevalent kinds of heart illness are only a few. Damage to the heart or blood ar-

teries can result in heart disease [3]. It may also occur if there is a deficiency in nutrition and oxygen. By per-

forming physical examinations and blood testing, heart disease can be identified. The following are examples 

of noninvasive tests: echocardiograms, stress tests, carotid ultrasounds, Holter monitors, and others [4]. Due to 

the abundance of electronic health data available today, computer systems have entered the area to support 

diagnosis using machine learning techniques. 

Machine learning (ML) is a powerful tool that helps computers learn how to solve problems. Its flexibility and 

power make it a great fit for many different fields, including medical research [5]. There are many studies fo-

cused on applying machine learning to medical diagnosis, and this is just one field where its potential is high. 

Frank Rosenblatt put up the ANN method in 1958. While we have enough computational power to run the 

algorithm, this technology is flourishing now. Heart illness was frequently classified using ANN. There are 

many ways to categorize cardiac illness, including statistical classification, machine learning techniques, and 
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symbolic classification, often known as rule-based classification. K-Nearest Neighbor (KNN) is a straightfor-

ward algorithm that is frequently and widely used in classification problems. Recent research has shown that 

neural network-based classification produces promising results, in which the neural network represents the 

problem layer by layer using an N-dimensional tensor. It essentially uses distance functions to allocate and 

group the nearest data. Euclidean, and Manhattan, distance are the available functions [6]. The functions will 

determine the separation between the points, and if the points are close together, they will be grouped. This 

allows any data to be categorized into a group based on its location. The data are then plotted in n-dimensional 

space by Support Vector Machine (SVM) to begin working. The "N" stands for the number of features a dataset 

contains. After that, a classifier will be used to divide the data into various groups by drawing lines. In three or 

more dimensions, the line is referred to as a hyperplane [7]. It strengthens the data points by locating the 

planes with the greatest margin, making the classification outcomes more reliable. By processing labeled train-

ing datasets, ANN can learn. An ANN can determine the trends in the data after performing layers of func-

tions, and after that, it can create a model. With input testing data, the model can be utilized to do categoriza-

tion [8]. Additional training data will boost the quality and accuracy of the model. 

Thus, some earlier studies have established automatic and semi-automatic diagnoses utilizing ANN to increase 

the accuracy of diagnosis and decrease reliance on human specialists. Performing the test to investigate wheth-

er they had any heart attacks that they snapped out of, could help the doctor's assistance in further identifying 

them.  

In this presented research paper, it will be dealt with through a review of related work, methodology, data 

gathering, results and discussion and finally the conclusion. 

2. RELATED WORK 

ANN has long been employed in the diagnosis of medical conditions. With just a few characteristics, the neu-

ron model can help clinicians make diagnoses [9]. It is difficult to grasp how categorization accuracy and data 

properties relate to one another. Certain classification methods are only effective with a particular set or varie-

ty of features. That will significantly alter the outcomes [10]. In addition to characteristics, input data for algo-

rithms also affects results. Several algorithms determine data memorization in different ways. A set of labeled 

data is required for supervised learning to complete the training [11].  

Only a few academics have contrasted the accuracy of various ML algorithms. The techniques include Logistic 

Regression, Hybrid Random Forest with a linear model, Decision Tree (C5.0), Neural Network, Support Vector 

Machine (SVM), K-Nearest Neighborhood (KNN), and Neural Network (HRFLM). They discovered that C5.0 

had the highest accuracy (93.0%) based on the outcome. With an accuracy of 88.7%, 88.37%, 86.05%, and 

80.23%, the remaining models are HRFLM, KNN, SVM, and neural networks. They have discovered that input 

and dataset can affect a model's performance [12].  

One intriguing SVM classification result for heart disease demonstrated greater accuracy with fewer dataset 

features. With only 6 of the 13 features, SVM achieved an accuracy of 72.55%. It triumphs over a test that em-

ploys all 13 features, which only achieves accuracy of 61.93% [12]. Second, the research noted that to get results 

that are more accurate, extensive tests should be conducted utilizing a larger dataset [13]. In, [14] asserted that 

hybrid random forest with a linear model (HRFLM) had an accuracy level of 88.7% in the prediction of heart 

disease. Moreover, [15] provides an overview of various Machine Learning (ML) and Deep Learning (DL) ap-

proaches for the disease diagnosis, that provided a comparative analysis of ML classifiers and DL models 

where the accuracy of classification using Convolutional Neural Network (CNN), (97.6%) and Random Forest 

(RF) (96.93%) have outperformed other algorithms. 

The purpose of this study is to evaluate how well MLP taught by BP can categorize heart illness given that 

ANN can detect heart disease. Next, this study will use unprocessed photos and deep learning neural net-

works to support automated heart disease diagnosis systems. 
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2. Methodology 

The three stages of this study are data collection, experiment planning, and evaluation. As shown in Figure 1, 

the three steps were carried out in order. The procedure of creating an appropriate dataset for this study and 

thoroughly describing each dataset attribute are the first phases. The data will be compiled in the second stage. 

The next step for researchers is to train and test the dataset using various input, such as learning rate and 

number of neurons. The analysis of the outcome is the last stage. 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Methodology Steps. 

 

2.1 Data Gathering 

 During the data collection phase, a dataset was produced from 

(http://archive.ics.uci.edu/ml/datasets/heart+disease). The dataset consists of 303 cases in total, and 6 entries 

include some missing values. The following phase uses the remaining 297 instances after 6 entries were elimi-

nated from the dataset. The characteristics included in Table I [10] include age, sex, the type of chest pain, and 

more. The effectiveness of the model created using the 13 characteristics and ML approach is tracked. 

The data has all been converted to floating-point normal form. A 7:3 data allocation suggests that 70% (208 in-

stances) of the sample will be utilized as a training set and 30% (89 instances) as a testing set. 

  Preparation for the Experiment 

The input, output, and hidden layers of ANN nodes are divided into three groups. The ANN's structure can be 

succinctly explained as follows. The net inputs are as follows for each neuron j in the hidden layer and neuron 

k in the output layer: 

     ∑   
 

                          ∑   
 

             ( ) 

where i(j) is a neuron from the previous layer, oi(oj) is a node's output, and wji (wki) is the weight of the connection be-

tween i(j) and j(k). These are examples of the neuron outputs: 

Data Gathering Preparation for the 

Experiment 

Training and Testing 

Result and Discussion 
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If j (k) is a bias and netj (netK) is the input signal from the external source to node j(k) in the input layer. The most often 

used transformation function to date is the sigmoid function depicted in Equations (2) and (3). The effectiveness of MLP 

who had BP training will be examined in the study. In this investigation, an epoch of 1000 is employed with the sigmoid 

activation function [16]. Table II displays the performance model neurons with various learning rates and hidden layer 

neuron counts. 

 

3. Results and Discussion 

Researchers put the ANN to the test using various inputs to assess the performance results. The learning rates 

range from 0.25 to 0.75 to 1.0, accordingly. For each learning rate, different numbers of neurons (5, 10, 15, 20, 

25) are examined. Figure 2 compares how well different parameters for learning rate and number of neurons 

number settings for learning rate and number of neurons. 

adjustments to performance. The maximum accuracy was measured at an epoch of 1000 and a learning rate of 

0.25 with 25 neurons. The findings show that the MLP neural network trained by the BP algorithm is capable of 

classifying heart illness that includes heart attack symptoms or not. 

4. CONCLUSIONS 

One of the biggest problems facing the modern world and a leading cause of death worldwide is heart disease. 

Recent advancements in the application of machine learning (ML) demonstrate that early detection of cardiac 

illness is achievable with the use of patient data and electrocardiograms. An important duty that can help doc-

tors and technologists in their screening procedure is the automated classification of cardiac disease. To per-

form the task, many ML models have recently been adopted or modified. The use of BP learning algorithms in 

facilitating MLP models has been demonstrated by this work. Instead of focusing only on theoretical tech-

niques and simulations, future work on this research will involve studies for real-world datasets. The results 

point to promising future research that will help the medical field. It is also recommended to further study the 

impact of using deep learning theories due to the accurate results they achieve in diagnosis, as well as study 

the effect of increasing noise on the model presented in the research. 

TABLE I. The Characteristics Description. 

characteristics The Description 

Age years of age 

Sex 0= female, 1= male 

Cp If there is no anginal pain, the condition is asymptomatic. 

Ca Major vessel count (0–3) colored by fluorescence 

Fbs  Blood sugar level at dawn was 120 mg/dl. 0 = false, 1 = true. 

Chol Mg/dl of serum cholesterol 

Trestbps mm of resting blood pressure 

Thal Normal is three, fixed defects are six, and reversible defects are seven. 

Oldpeak Exercise includes ST depression compared to reset 

Restecg Electrocardiographic results when at rest 

Exang Angina brought on by exercise 1=yes, 0=No 

Slope Fluorescence-colored main vessels (0:3) in number 

Thalach Reached maximum heart rate 
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TABLE II. The train and test datasets with various learning raters based on the number of neurons. 

Percentage Accuracy Learning rates Number of neurons 

70.09 % 

1 

5 

64.46 % 10 

56.64% 15 

45.8 % 20 

48.51 % 25 

71.78 % 

0.75 

5 

68.66 % 10 

73.65 % 15 

45.67 % 20 

55.56 % 25 

75.89 % 

0.5 

5 

79.27 % 10 

78.04 % 15 

79.47 % 20 

55.63 % 25 

79.58 % 

0.25 

5 

80.26 % 10 

78.42 % 15 

78.79 % 20 

80.66 % 25 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. The train and test datasets with various learning raters based on the number of neurons. 



IJT’2024, Vol.04, Issue 01                                                                                                      6 of 7 
 

 

 

 

 

 

 

 

 

Fig. 3. The train and test datasets with learning rater 0.25. 
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