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ABSTRACT 

The importance of color image quantization is reduce the number of different colors in an image with minimum distortion so, it 

is one of the most important operations in the computer graphics and image processing.  In this paper, a new algorithm for 

color image quantization based on a stand-alone harmony search (HS) algorithm is proposed as a first new algorithm. The 

second algorithm is a hybrid algorithm of K-means and HS. This algorithm is based on a clustering method. Clustering method 

is one of the most commonly used methods in color image quantization. Investigations results on some of the most commonly 

used test images in the quantization literature the experiences obtained with these proposed algorithms give high quality 

images compared with other methods. 
KEYWORDS: Color quantization, Harmony search, K-means.  

1. INTRODUCTION 

Color quantization (CQ) is a technique in image 

processing used to reduce the number of colors in true 

color images and represented it by the color palette using 

only a small number of colors (usually between 8 and 

256) [1]. Because the true color images contain 

thousands of different colors and thus the display, 

storage and transfer of the image are facing several 

problems, for this reason it is important to use a color 

image quantization. This color reduction process is 

essential in many applications such as video 

conferencing and image storage and transmission 

through limited bandwidth channels. Moreover, CQ is 

considered an efficient lossy compression technique 

which simplifies the image feature space and makes it 

more appropriate for image recognition and retrieval 

tasks [2, 3]. 

Color quantization process composed basically of two 

phases: palette design and pixel mapping. In palette 

design, a palette is created by choosing the small group 

of colors that are representing the colors of the original 

image (8-256 colors) [4]. In pixel mapping, assign each 

pixel in original image to one of the palette colors. 

Most CQ methods tend to create an optimal color palette. 

The quality of the color palette depends mainly on the 

error between the original image and the reconstructed 

image which is usually characterized by a mean square 

error measure. 

There are two kinds of methods for creating the color 

palette: image-independent methods and image- 

dependent methods.  

 
1Assoc. Prof, Electrical Engineering Department, computer and control 

Section, Faculty of Engineering, Port Said University, Port Said, Egypt 
,E-mail: rehabfarouk @eng.psu.edu 
2Lecturer, Electrical Engineering Department, computer and control 

Section, Faculty of Engineering, Port Said University, Port Said, Egypt 
, E-mail: myasein @eng.psu.edu 
3Demonstrator, Electrical Engineering Department, computer and 

control Section, Faculty of Engineering, Port Said University, Port 
Said, Egypt, E-mail: eng_asmaakhaled @eng.psu.edu 

 

 

Image-independent methods determine a generic palette 

without considering any specific image contents. On the 

other hand, image-dependent methods generate palettes 

based on the color distribution in the input images. The 

image-independent method often produces poor results 

because it does not take into account individual image 

characteristics although it is fast. Therefore, most of the 

recent work on color quantization relies on image- 

dependent methods which strive to attain a better balance 

between the computational complexity and the visual 

quality of the resultant image. Numerous image-

dependent quantization methods have been reported and 

studied. These methods can be broadly categorized into 

two categories: pre-clustering (splitting) methods and 

post-clustering methods [2].  

Well-known splitting methods include median-cut [5], 

variance-based method [6], center-cut [7], octree [8], 

binary splitting [9], greedy orthogonal bi-partitioning 

[10], and the radius weighted mean cut (RWM-cut) [11]. 

On the other hand, clustering algorithms adapted to CQ 

include maxmin [12], K-means(KM) [13], competitive 

learning [14], fuzzy c-means [15], and self-organizing 

maps [16]. 

The clustering technique is the foremost component in 

post clustering CQ. The KM algorithm is the most 

popular in this category.  

Alternatively, researchers applied several stochastic 

nature-inspired optimization methods, such as Genetic 

Algorithm (GA) [17], Particle Swarm Optimization 

(PSO) [18], Bacteria Foraging Optimization (BFO) [19], 

Firefly algorithm [20], Honey Bee Optimization [21], 

and Differential Evolution [22]. 

In this paper a new algorithm to cluster colors for CQ 

based on the Harmony search (HS) algorithm is 

proposed.  Two variants of the algorithm are examined. 

The first is based on a stand-alone HS algorithm while 

the second is a hybrid algorithm of KM and HS. To 

study the performance of the proposed method, different 
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images from The USC-SIPI Image Database were tested 

as in literature [23].   

The performance of the proposed algorithms has been 

evaluated by calculating the mean-squared error (MSE) 

and Peak Signal-to-Noise Ratio (PSNR) for the test 

images. 

This paper is given an organized as follows: Section 2 

describes K-means algorithm based on color quantization 

(KM-CQ) while Section 3 explains Harmony search 

algorithm (HS). Section 4 presents the implementation 

details of the two proposed algorithms: HS Color 

quantization (HS-CQ) and hybrid KM and HS(KMHS-

CQ). The investigation results validating the efficiency 

of the proposed color quantization framework are 

presented in Section 5. Finally, Section 6 is a conclusion 

of this work. 

 

2.   K-MEANS COLOR 
QUANTIZATION(KM-CQ) 

KM algorithm is an iterative clustering algorithm 

widely used in unsupervised learning due to its ease of 

implementation and convergence speed [13]. To perform 

clustering for CQ, colors in the original image are 

grouped into a small predefined number of clusters. A 

representative for each cluster is identified (cluster 

center). Then each color in original image is mapped to 

the nearest cluster center. The clustering for CQ problem 

can be mathematically formulated as an optimization 

problem that locates the optimal centroids of the clusters. 

Given an input image I with N color pixels, I=[x1, 

x2,……,xN]R
D
, and the desired number of clusters K (for 

a color palette of K colors) where K< N. 

The objective of KM-CQ is to partition I into K 

mutually exclusive clusters.  As the clusters are disjoint, 

each pixel xiI will be assigned to exactly one cluster 

whose centroid Ck is closest to xi. Each pixel xiI is then 

replaced by one of the K colors in the color palette. 

Consequently a new image I', called the quantized image 

of I is constructed. The objective of the algorithm is to 

find the optimal cluster configuration such that the total 

sum of distances between all the pixels and their 

corresponding cluster centroids  is minimized.The total 

distance is typically computed by the Mean Squared 

Error (MSE) which is defined as follows: 

𝑴𝑺𝑬 =    𝒙𝒊−𝑪𝒌 
𝟐,                                             

𝒙𝒊∈𝒂𝒌

𝑲

𝒌=𝟏

 1  

where  𝒙𝒊−𝑪𝒌 
𝟐 denotes the Euclidean distance norm 

and Ck is the center of the k
th

 cluster. 

KM-CQ consists of two basic processes: pixel 

assignment and centroid updating. By iteratively 

repeating these two processes, the required color palette 

is generated. KM-CQ can be summarized as follows: 

 

Step 1: Generate the initial color palette (CP) of K colors 

by random selection from the set of image 

pixels. 

Step 2: For each color pixel xi, assign it to the closest 

cluster in the palette color such that the 

Euclidean distance between xi and the cluster 

center ck is minimal. 

Step 3: For each cluster in CP, generate the new cluster 

center triplet ck by a veraging all the pixels that 

have been assigned to the cluster. ck is 

calculated as: 

𝒄𝒌

=  
 𝑹𝒊

𝒌𝒏𝒖𝒎𝒌
𝒊∈𝒄𝒌

𝒏𝒖𝒎𝒌

,
 𝑮𝒊

𝒌𝒏𝒖𝒎𝒌
𝒊∈𝒄𝒌

𝒏𝒖𝒎𝒌

,
 𝑩𝒊

𝒌𝒏𝒖𝒎𝒌
𝒊∈𝒄𝒌

𝒏𝒖𝒎𝒌

 ,               (2) 

 

where numk is the number of members in cluster 

k, and 𝑹𝒊
𝒌, 𝑮𝒊

𝒌, 𝑩𝒊
𝒌 are the red, green, and blue 

levels of pixel pi member of cluster 𝒄𝒌. 

Step 4: Repeat steps 2 and 3 until convergence (when no 

further change in the assignment of the pixels to 

clustersis achieved). 

Step 5: Output the final palette of K colors. 

 

3.   HARMONY SEARCH 
ALGORITHM(HS) 

HS is a population-based meta-heuristic first 

introduced by Geem et al. in 2001[24] for solving 

optimization problems. HS is inspired by the 

improvisation process of skilled musicians where the 

musicians try to improve their musical notes by 

combining the pitches of their instruments together to 

achieve a perfect harmony. To choose a decision variable 

in HS it follows one of three rules as in literature [24].  

1. Choose a value from the Harmony memory (HM): 

defined as "consideration of the memory."  

2. Choose a value adjacent to a value in HM: defined as 

"pitch adjustment." 

     3. Choose a random value from the range of possible 

values defined as "randomization". 

        HS is guided by four parameters: 

1. Harmony memory size (HMS) (number of solution 

vectors in the solution of harmony memory); 

2. Harmony memory considering rate (HMCR), where 

HMCR [0, 1]; 

3. Pitch adjusting rate (PAR), where PAR [0, 1]. 

4. Stopping Criteria (number of improvisations (NI)). 

The main steps of HS algorithm are described as follows: 

Step1: Initialize the HS parameters  HMCR, PAR, BW, 

NI.  

Step 2: Generate the initial population in HM. 

Step 3: Improvise a new harmony from HM. 

Step4: If the New Harmony is better than worst harmony 

in HM, then the worst harmony is replaced by 

the new harmony. Otherwise the new harmony 

is disregarded 

Step 5: If stopping criteria is not satisfied, go to Step 3. 

HS manages several vectors in a parallel manner similar 

to GA and PSO. However, HS possess some advantages 

compared to existing heuristics such as: HS makes the 

new vector after considering all existing vectors as 
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opposed to considering only two existing (parents) as in 

GA, and HS does not require the initialization of the 

decision variables. These features help HS in increasing 

the flexibility of the search process and in finding better 

solutions. 

 

4.   PROPOSED ALGORITHMS 

     4.1. Preprocessing 
In this stage, a preprocessing color compression scheme 

is applied to the original color image to reduce the 

number of distinct colors. Similar colors in the image 

pixel space are merged into the same color sphere. This 

is the concept of Histon, introduced by Mohabey and 

Ray for the conception of color information [25]. The 

main objective is exploiting the color redundancy in the 

original images by reducing the amount of data before 

the clustering phase.  

Image histograms represent the pixel distribution in 

terms of intensity values of the color component. The 

histogram for each of the R, G, and B color components 

can be calculated as follows: 

 

𝒉𝒊 𝒈 =   (

𝑵

𝒏=𝟏

𝑴

𝒎=𝟏

𝑰 𝒎, 𝒏, 𝒊 − 𝒈)         𝒇𝒐𝒓 𝟎 ≤ 𝒈

≤ 𝑳 − 𝟏,                                              (3) 

 

where i={R, G, B} and  ( ) is the unit impulse function  

and L is the total number of intensity levels in each 

component. The value of ℎ𝑖 𝑔  is the total number of 

image pixels having intensity g in image I. For every 

intensity value on the base histogram, the number of 

pixels encapsulated in the same color sphere is evaluated. 

This count is then added to the value of the histogram at 

that particular intensity value. The distance in the RGB 

color space is calculated by the Euclidean distance 

between and two pixels p1 and p2 is given as:  

 

𝒅 𝒑𝟏, 𝒑𝟐 

=  (𝑹𝟏 − 𝑹𝟐)𝟐 + (𝑮𝟏 − 𝑮𝟐)𝟐(𝑩𝟏 − 𝑩𝟐)𝟐,                 (4) 

 

A pixel p1 in the input image I falls in the sphere of 

another pixel p2 of a similar color if the distance d(p1, p2) 

is less than the predefined threshold .  

The processing steps of the color compression schema 

are described as follows: 

 

Step 1: For each currently decoded pixel pI, if p belong 

to the first column or the first row in I go to 

Step 4. 

Step 2:  For each encoded neighboring pixel of p, 

compute the Euclidian distance between p and 

its neighboring pixel. 

Step 3: Assign p to the compressed color index of 

neighboring pixel if the calculated distance ≤ 

, then go to Step 1. Otherwise go to Step 2. 

Step 4: Compute the distance between p and previously 

encoded pixels. If a distance ≤  is found then 

assign p to the compressed color of the closest 

pixel. Go to Step 1. 

Step 5: Construct a new color sphere for p. GotoStep1.    

 
4.2. HS-CQ 
In this section we describe the implementation details of 

the HS-CQ. 

 

Step1: Initialize the Parameters of the Problem and 

HS Algorithm. 

In this step, the HS parameters (HMS, HMCR, PAR, 

and NI or the stopping criteria) are specified.  

The solution matrix HM has a size of HMS, where each 

harmony memory vector (decision variable) represents 

one candidate solution. In CQ each solution represents a 

possible combination of the K clusters centers defining 

the colors in the CP. Each harmony vector C = (C1, C2, 

…, CK) = (c11, c12,…, c1D, c21, c22,…, c2D,…., cK1, cK2,…, 

cKD), has a length of (K * D), where D is the dimension 

of the solution space. In the RGB domain (D=3) three 

values for red, green and blue levels[0, 255] are used 

to describe each cluster center. For example C = (25, 

145, 67, 139, 77, 200, 214, 99, 157), represents a 

possible solution with 3 cluster centers, which are C1= 

(25, 145, 67), C2= (139, 77, 200), C3= (214, 99, 157). 

 

Step 2: Initialize the Harmony Memory 

The HM is the location where all the solution vectors are 

stored. The HM is similar to the genetic population in the 

GA or the swarm in PSO. The HM matrix has HMS rows 

where each row is a (3*K) vector representing a possible 

cluster center combination. 

The HM is randomly initialized and arranged as follows: 

𝑯𝑴
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where f(C
i
) is the fitness function of the solution vector 

C
i
 measuring the within-cluster variance and quantified 

by the MSE given in (1). The solutions are randomly 

constructed and rearranged in a reversed order in HM, 

according to their objective function values such that  

f (C
1
) ≤ f (C

2
) · · · ≤ f (C

HMS
). 

 

Step 3: Improvise of New Harmony 
This is the most-important step in the HS algorithms. In 

this step, three rules are used to generate a new harmony 

vector: memory consideration, pitch adjustment, and 

random selection. 
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In the memory consideration rule, the new value of the 

any decision variable 𝒄𝒊𝒋
𝒏𝒆𝒘is selected from the historical 

values stored for 𝒄𝒊𝒋 in HM with a probability of HMCR. 

Other decision variables not selected from the HM are 

randomly selected from their possible range of values. 

This is referred to as random consideration with a 

probability of (1-HMCR). The random consideration 

factor is induced to randomize the search process in a 

way to increase the diversity of the solutions and 

increases the probability of escaping local optima. The 

two rules are described as:
 

  

𝐜𝐢𝐣
𝐧𝐞𝐰

=  

𝐜𝐢𝐣
𝐧𝐞𝐰 ∈  𝐜𝐢𝐣

𝟏, 𝐜𝐢𝐣
𝟐, … . , 𝐜𝐢𝐣

𝐇𝐌𝐒  ,𝐖𝐢𝐭𝐡 𝐩𝐫𝐨𝐛𝐚𝐛𝐢𝐥𝐢𝐭𝐲 𝐇𝐌𝐂𝐑

𝐦𝐢𝐧 +  𝐦𝐚𝐱 −𝐦𝐢𝐧 ∗ 𝐫𝐚𝐧𝐝 𝟎, 𝟏 ,                         𝟔   

𝐖𝐢𝐭𝐡 𝐩𝐫𝐨𝐛𝐚𝐛𝐢𝐥𝐢𝐭𝐲  𝟏 − 𝐇𝐌𝐂𝐑 

  

 

where min=0 and max=255 are the lower and upper 

bounds for cij, and rand() is a function that generates a 

random number ∈[0, 1]. Furthermore, the search process 

is enhanced thru fine-tuning the decision variables in the 

new HM. Each decision vector is examined and pitch 

adjusted with a probability of PAR as follows: 

 

𝐜𝐢𝐣
𝐧𝐞𝐰

=  
𝐜𝐢𝐣
𝐨𝐥𝐝 ± 𝐫𝐚𝐧𝐝 𝟎, 𝟏 ∗ 𝐁𝐖,   𝐖𝐢𝐭𝐡 𝐩𝐫𝐨𝐛𝐚𝐛𝐢𝐥𝐢𝐭𝐲 𝐏𝐀𝐑

𝐜𝐨𝐥𝐝 𝐣 ,          𝐖𝐢𝐭𝐡 𝐩𝐫𝐨𝐛𝐚𝐛𝐢𝐥𝐢𝐭𝐲  𝟏 − 𝐏𝐀𝐑 
 (7)  

 

where the bandwidth factor (BW) is an arbitrary distance 

used to enhance the performance of HS by controlling 

the degree of movements within the components of the 

harmony vector. 

 

Step 4: Update the Harmony Memory 
The fitness function is calculated for each new harmony 

vector. If the new harmony has a better fitness value than 

that of the worst harmony in HM, then the new harmony 

will be included in the updated HM and the worst 

harmony will be excluded. Otherwise the new harmony 

will be ignored. 

 

Step 5: Check the stopping criterion 

Steps 3 and 4 are repeated until the termination condition 

is attained (maximum NI). The best harmony vector in 

HM is used to reshape the input image and obtain the 

quantized image. 

 

      4.3. Hybrid Color Quantization Algorithm 
Based on KM and HS (KMHS-CQ) 

The second proposed algorithm is the KMHS-CQ. The 

algorithm consists of two main stages. In the first stage, 

the KM algorithm is applied to the compressed color 

space to generate the initial values for cluster centroids. 

These centroids are used to seed the initial harmony 

matrix. The replacement parameter [0, 1] determines 

the friction of harmony vectors in the initial randomly-

generated harmony matrix that gets replaced by the KM 

algorithm. When the = 0 the entire HM is generated 

randomly. When = 1 the whole HM is generated by the 

KM algorithm. In the second stage, HS will be applied to 

obtain an optimal solution for the problem. The proposed 

algorithm can be described by the flowchart shown in 

Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure.1. The proposed KMHS-CQ algorithm 

 

This framework can achieve a good balance between 

computational efficiency and quantization quality. 

 

5. EXPERIMENTAL RESULTS 

To evaluate the efficiency of the proposed algorithm 

experimental tests are executed on a Pentium 4 3.40 GHz 

processor with 2 GB RAM. The HS and KMHS 

algorithms are implemented using MATLAB7.1 and 

tested on a set of four commonly used test images in the 

quantization literature [23]. Each test image is a true-

color image of 512 × 512 pixels. These images are: 

Stopping criteria  

Satisfied? 

 

Improvise a new harmony 

 

Update Harmony memory 

Yes 

NO 

Selected the best harmony and output the 

color palette  

Perform KM algorithm 

Initialize the HS parameters: HMS, 

HMCR, PAR, NI, and BW. 

 

Read color image 

Preprocessing: Perform distinct color 

reduction schema 
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Lenna with 148,279 (56.6%) unique colors,  Peppers 

with 183, 525 (70%) unique colors, Mandrill with 

230,427 colors (87.9%) unique colors, and Airplane with 

77,041 (29.4%) unique colors as shown in Figure 2. 

 

 
(a) (b) 

 
(c)                                           (d) 

Figure.2. Original 512 x 512 test images: (a) Lenna; 

(b) Peppers; (c) Mandrill; (d) Airplane. 

 
In the simulation, palette sizes of 8, 16, 32 and 64    

evaluated by comparing their results with some other 

popular CQ algorithms reported in the literature such as: 

KM, Accelerated K-means (AKM) [13], mean-cut [13], 

Firefly and K-means hybrid (FA-KM) [20], the growing 

self-organizing model (GNG) [26-27],  and PSO [18]. 

Due to the random nature of these algorithms, the results 

reported in this section are the average values over 5 

simulations. Several simulations were performed to find 

the algorithmic parameters for KM, PSO, and HS 

algorithms. The values of HMCR, PAR were selected 

empirically based on the suggestions provided in [24]. 

The recommended range for the HMCR is between [0, 1] 

and the PAR between [0, 1]. The parameters of HS-CQ 

were set as follows: HMS=5, HMCR=0.98, PAR=0.99, 

BW=0.8 and NI=5000 iterations. The KMHS-CQ 

parameters were set as follows: = 0.2 and the same 

parameters as of HS-CQ were used but NI was reduced 

to 50 iterations. For the KM the maximum number of 

iterations was set to 200. For PSO we adopted the 

following parameters: the swarm size N=25, the inertia 

weights w1=0.9 and w2=0.4, the acceleration constants 

c1=c2=2.0, the maximum velocity Vmax=4 and the 

maximum number of iteration NImax=200. The efficiency 

of the CQ algorithm is measured by the MSE and PSNR 

calculated as: 

𝑴𝑺𝑬 𝑰, 𝑰′ 

=
𝟏

𝟑𝒎𝒏
    𝑹 𝒊, 𝒋 − 𝑹′  𝒊,𝒋  

𝟐
                        

𝒎

𝒋

𝒏

𝒊

+  𝑮 𝒊, 𝒋      − 𝑮′  𝒊,𝒋  
𝟐

                             

+  𝑩 𝒊, 𝒋 −  𝑩′  𝒊,𝒋  
𝟐
  ,                                          8  

 

𝑷𝑺𝑵𝑹 𝑰, 𝑰′ 

= 𝟏𝟎 𝒍𝒐𝒈𝟏𝟎

𝟐𝟓𝟓𝟐

𝑴𝑺𝑬 𝑰, 𝑰′ 
  ,                                                     (𝟗) 

 

where I is original image and I' is the quantized image. 

R(i, j),G(i, j) and B(i, j)are the red, green and blue pixel 

values respectively. Figure 3 presents the resultant 

quantized images using the KMHS-CQ algorithm with 8, 

16, 32, and 64 palette colors. Blocking and the stair case 

effects can be visually observed in compressed images 

with palettes of 8 and 16 colors. This is due to the fact 

that these palette colors are not sufficient for 

characterizing all the color pixels in the test images. 

However, good quantization quality is achieved with 32 

and 64 colors palettes as it is hard to distinguish them 

from the original images. To understand the quantitative 

qualities of the compressed images, PSNR values' of 

KMHS-CQ for the 8, 16, 32, and 64 colors quantized 

images are shown in Figure 4. Generally, the quantized 

image quality increases with the increment of the palette 

size. For example, the Lenna image achieves PNSR 

values of 26.886, 29.702, 32.2, and 34.36 for the 8, 16, 

32 and 64 color palettes, respectively.  The performance 

of the proposed algorithms is compared to other CQ 

algorithms in the literature such as KM [13], AKM [13], 

MC [13], FA-KM [20], GNG [26-27] and PSO [18]. 

Comparative results of the average PNSR values of the 

different algorithms are presented in Table1. The best 

(highest) PNSR values are shown in bold. According to 

the results given in Table 1,the KMHS method achieves 

the best image quality for almost all test cases. KMHS 

achieved the highest PNSR values in all test conditions 

except Mandrill (k=8) where it achieved a PNSR value 

of 22.423 in contrast to 22.425 by FA-KM. Similarly, for 

Airplane (k=16) KMHS achieved a PNSR of 31.622 in 

contrast to 31.866 by AKM and 32.014 by HS. KMHS 

provided slightly better image quality than that of the HS 

algorithm in all listed cases except for Airplane (k=16). 

FA-KM achieved similar results to KMHS in Lenna 

(k=8), Peppers (k=8), Mandrill (k=16), and Mandrill 

(k=32).  

Experimental results of the execution time of the two 

proposed schemes are given in Table 2. The required 

execution time generally increases when a larger k value 

is used. The processing time of KMHS is much less than 

the stand-alone HS. 
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                    Lenna (8 Colors)                 Lenna (16 Colors)           Lenna (32 Colors)          Lenna(64 Colors) 

 
                     Peppers (8 Colors)             Peppers (16 Colors)        Peppers (32 Colors)       Peppers (64 Colors) 

 
                    Mandrill (8 Colors)           Mandrill (16 Colors)       Mandrill (32 Colors)          Mandrill (64 Colors) 

 
 

                    Airplane (k=8 Colors)        Airplane (16 Colors)      Airplane (32 Colors)         Airplane (64 Colors) 
 

Figure.3. The quantized images obtained by KMHS-CQ for 8, 16, 32 and 64 color palettes. 

 
Figure.4. PSNR (in dB) obtained by KMHS-CQ for 8, 16, 32, and 64 color palettes in (a) Lenna; (b) Pepper; (c) 

Mandrill; (d) Airplane. 
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Table 1.Average PNSR (in dB)for different CQ algorithms with different palette sizes for the different test images. N/A 

stands for “not available”. 

 

 

 

Table 2. Comparison between execution time (in Seconds) for HS-CQ and KMHS-CQ. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6. CONCLUSION 

In this paper, new organized study by the proposed 

algorithms for color image quantization based on the 

Harmony Search (HS) clustering algorithm have been 

investagated. Two variants of the algorithm are examined. 

The first is based on a stand-alone HS algorithm and the 

second is a hybrid algorithm of K-means and HS. The 

combination of the two algorithms can overcome the 

drawbacks of each of the two algorithms. A preprocessing 

color reduction scheme is applied to reduce the number of 

distinct colors in the input image before performing the 

clustering phase. Performance of the proposed algorithms 

has been measured using the peak signal-to-noise ratio 

(PSNR). Experimental results using a set of commonly-

used test images in the quantization literature have 

demonstrated that the proposed algorithms are efficient 

heuristics that outperform state-of-the-art quantization 

methods with respect to distortion minimization.  
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