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Abstract 

Logistic regression is one of the popular methods used in genetic data analysis. That is applied to 
predict a categorical binary dependent variable on basis of predictor variables, and to test the 
probability of getting a particular value of the dependent variable that is related to the 
explanatory variable. The objective of this study is to highlight the crucial role of biostatistical 
methods in increasing the accuracy of the results in veterinary and biological practices.  
Statistical analysis of previously published data in the National Research Center, Dokki, Giza, 
Cairo, Egypt was done using SPSS version, 24 to predict hepatocellular carcinoma metastasis by 
knowing the genotypes, age, and gender of the patients. The genotypes and gender displayed a 
significant effect on metastasis (P < 0.05) while age had no significant effect on metastasis (P > 
0.05). There are other types of data (animal breeding and production) which were analyzed by 
repeated measures ANOVA and principal component analysis (PCA). The repeated measures 
ANOVA is equivalent to normalized ANOVA, but for related, not independent groups. Data of 
this test was obtained from a study aimed to measure body weight of three breeds of rabbits at 4 
time points 4th, 6th, 8th and 10th weeks of the experiment. The main effect of breed types of 
rabbits was significant (P < 0.05), the time (weeks) was highly significant (P < 0.001) and their 
interaction was also highly significant (P < 0.001). Principal component analysis (PCA) is used 
to reduce a large set of variables to a small set that still contains most of the information in the 
large set. A reduced set is easier to analyze and interpret. Data with 6 variables reduced to only 2 
variables where initial eigenvalues were > 1 for two variables and their values were (2.768 and 
1.147).  

Keywords: Principal component analysis (PCA), Repeated measures ANOVA, Sphericity 
assumption, Logistic regression, Odds ratio. 

Introduction 

The purpose of statistics has mainly two 
objectives: The first one is collecting and 
handling quantitative and qualitative 
information in the form of annual reports and 
listing the numbers or numerical details about 
animal or plant life. The second objective is 
organizing, summarizing and describing 
quantifiable data, and methods of drawing 
inferences and generalizing upon them [1]. 
Moreover, statistical methods, theories, 
techniques, and models play important roles in 
several stages of the scientific method to 
analyze and interpret data, so some knowledge 
of statistics is an important part of the purview 
of every biologist, statistics as a tool for 

distinguishing between random “noise” in the 
data and the real signal, then someone who 
incorrectly uses statistics may produce a result 
that is distorted or even artificial [2]. 

In order to reflect the structure of data and 
the possible correlations between variables, 
data can be analyzed by different statistical 
methods depending on study design and type 
of outcome variable, categorical variables 
often analyzed by contingency tables, logistic 
regression, or generalized estimation equation 
(GEE) models. Meanwhile, the continuous 
variables were analyzed by t-test, ANOVA, 
correlation and regression [3]. A well-designed 
study with a lower biased sampling method 
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and accurate choosing statistical model 
provides a well-founded, precise, valid and 
reliable results [4]. 

Principal component analysis (PCA) is the 
cornerstone method used in the dimension 
reduction data analysis. Even though widely 
used, it is poorly understood. Principal 
component analysis extracts the most benefit 
information in a large set of variables, but in 
fewer variables explaining most variation in 
data [5]. Principal component analysis 
investigates the relationship between a group 
of variables to select a subset of those are 
linearly correlated and explain most of the 
variance among all observed variables in order 
to derive the first summary component. The 
first component accounts for the largest 
amount of variation among all observed 
variables. This is expressed by eigenvalues or 
by the proportion or percentage of the total 
variance [6]. 

When measuring certain values on same 
individuals or subjects at different consecutive 
time points, the appropriate test is repeated 
measures ANOVA not traditional between 
subjects ANOVA, as it does not consider 
dependencies between observations within-
subject in the analysis [7]. Repeated measures 
ANOVA can be applied in another form when 
results were obtained by handling two 
explanatory variables, one represents the 
groups or the treatment (between subject) 
applied and the other variable is the variable 
repeatedly occurred (within subject). This 
design called mixed model design or split-plot 
or within-between subjects design [8]. 
Regression models increasingly used in the 
data analysis for describing the relationship 
between a response variable and other/s 
predictor variable/s. In addition, logistic 
regression is the most appropriate when the 
response variable is binary coded or even the 
response is dummy variable [9]. 

The aim of this study is to display the most 
important statistical methods that can be 
applied in analyzing genetic data as well as 
data of animal breeding and production, such 
type of data are commonly in the veterinary 
field. Also the objectives of this work extend 
further to present the correct application to 

obtain valid and accurate results by testing 
conditions of each statistical test. 

Materials and Methods 

Three different types of statistical tests 
were applied according to different types of 
data under study. 

Genetic data 

Source of data and variable definition 

Data were obtained from a previous study 
[10].The study was performed at the National 
Research Center, Dokki, Giza, Cairo, Egypt 
between January and December 2016. The 
experimental units were divided into three 
groups: group I consisted of 90 (Hepatitis C 
virus) HCV patients with (Hepatitis C 
Carcinoma) HCC (including 45 patients with 
metastasis and 45 patients without metastasis). 
Group II included 99 HCV patients without 
HCC, and group III 90 unrelated healthy 
controls. Genotype of individuals was 
determined by allele-specific polymerase chain 
reaction (AS-PCR). 

Metastasis is the word describes the tumor 
that has spread into foreign sites out of its 
primary site [11]. The categorical response 
variable was hepatic metastasis that coded 1 
(presence of metastasis) and 0 (no metastasis), 
and the independent variables were, one 
continuous variable that was the age and two 
categorical independent variables, one was 
genotype with three categories (AA, CA and 
CC) and the other categorical was gender with 
two levels (male and female). The reference 
genotype was CC and the reference gender 
was female. 

Statistical analysis  

Logistic regression is a widely used flexible 
technique neither obliges normality nor 
homogeneity of variance for all variables like 
many regression models [12]. 

Mathematical model of binary logistic 
regression: 

 

π indicates the probability of an event 
(metastasis). 

β1,...,βm are the regression coefficients 
associated with the reference group. 
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x1,…,xm are explanatory variables (genotype, 
age and gender).   

The reference group was represented by β0. 

In logistic regression, the response or 
dependent variable y is the log odds (log (p/1-
p), which is called the logit:  

 

a: is the intercept (constant). 

b :is the regression coefficient of x, and x is 
the categorical predictor [13]. 

The odds ratio of explanatory variables is 
the value that explains how likely specific 
value of independent variable occurs in the 
response variable [14]. 

Animal breeding and production data 
Repeated measures ANOVA 

Source of data and variables definition  

Data were obtained from experimental 
study conducted at the Department of Animal 
Wealth Development, Faculty of Veterinary 
Medicine, Zagazig University, Egypt within 
the period from April to August 2014 [15]. A 
total of 129 newly weaned rabbits over the 
course of four weeks from three different 
commercial breeds (49 NewZeland (NZW), 34 
California (CAL) and 46 Rex (RX)) of both 
sexes. This study was conducted to investigate 
the effect of ambient heat stress (30± 2°C) on 
three different rabbit breeds of both sexes. The 
body weight was measured at four time points; 
4th, 6th, 8th and 10th weeks. All procedures 
concerning animals were conducted according 
to the Zagazig University Animal Ethics 
Committee guidelines. 

The comparison of treatments by 
performing separate statistical tests at each 
time point is an inappropriate, as it often fails 
to address relevant research questions and is 
subject to statistical deficiencies such as 
ignoring those observations on a given subject 
are likely to be correlated and multiple testing 
[16]. The repeated measures ANOVA was 
used to measure live body weight repeatedly 
for same animals of three breeds (New 
Zealand White, Californian and Rex) at 
different times 4

th
, 6

th
, 8

th
 and 10

th
 weeks age. 

Statistical analysis 

The mathematical model of repeated 
measures ANOVA: 

 

is the live body weight of rabbits. 

μ   is the overall mean. 

αt  is the breed  effect. 

is the time of experiment effect. 

(αβ)tj is the interaction between breed t and 
time j. 

  is the random subject effect. 

   is the random error  

The model measures the main effects of 
breed type and time and the interaction effects 
between breed type and time (weeks of the 
experiment) on live body weight. 

 Principal component analysis: 

Source of data and variable definition 

Data were obtained from a designed 
experimental study on rabbits at the 
experimental unit belonging to Animal Wealth 
Development Department, Faculty of 
Veterinary Medicine, Zagazig University, 
Egypt, during the period from January to May 
2014. The rabbits were injected 
intramuscularly at the 40

th
 and 47

th
 days of age 

with three doses (control dose: 0.25 mL 
sesame oil/kg body weight (BW), normal dose 
of boldenone undecylenate (BUL): 4.4 mg/kg 
BW and a double dose of BUL: 8.8 mg/kg 
BW), then the effect on growth traits and body 
dimensions were investigated at 44, 58 and 72 
days of age [17]. The variables in the model 
represent growth traits and body dimensions 
body length (BL), chest circumference (CHC), 
abdominal circumference (ABDC), thigh 
circumference (THC), ear length (EL), and ear 
width (EW). All variables are quantitative 
continuous and measured by ratio level. 
Experimental procedures were conducted in 
accordance with the Zagazig University 
Animal Ethics Committee guidelines. 

Statistical analysis 

The PCA transformed the variables in a 
multivariate dataset x1, x2, ---, xp, into new 
variables, y1, y2,---, yp which are uncorrelated 
with each other and account for decreasing 
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proportions of the total variance of the original 
variables [18]. Principal component analysis 
was performed. The correlation coefficients 
were determined for all six variables that 
represent body measurements at 58

th
 day of 

age with normal dose of BUL. 

Results  

Genetic data 

Logistic regression 

The continuous predictor variable (the age) 
was described by mean and standard deviation 
(59.17± 6.9). The logistic regression model 
Nagelkerke R square value equals 0.30 so 
model explained 30% of variation in 
metastasis based on genotype and gender of 
patients. The P value of Hosmer and 
Lemeshow (0.65) was non-significant (P > 

0.05) so it showed a good fit of the model to 
the data. The genotype (AA) and male gender 
were statistically significant (P < 0.01) so 
significantly used to predict metastasis, while 
genotype CA and age removed from model as 
non-significant result (P > 0.05). The effect of 
genotype AA was significant and odds ratio = 
(0.064) with 95% confidence level (0.012 to 
0.35) indicating that individuals with genotype 
AA were 0.94% less probably susceptible to 
metastasis compared to those with genotype 
CC. The effect of gender (male) was 
statistically significant and odds ratio = (7.29) 
with 95% confidence level as this value falls 
within the interval (2.23 to 23.8), so the males 
were 29% more likely susceptible to 
metastasis compared to females (Table 1).  

 
Table 1: Logistic regression results for prediction of hepatocellular carcinoma metastasis in concerned 

patients  

 

 S.E. 

Wald 

statistic P-value 

Odds   

ratio 

95% C.I.  

Lower Upper 

Genotype (CC)        

Genotype (AA) -2.744 0.856 10.268
**

 0.001 0.064 0.012 0.35 

Genotype (CA) -1.330 0.811 2.685
NS

 0.101 0.27 0.054 1.29 

Gender (male) 1.988 0.605 10.803
**

 0.001 7.29 2.23 23.88 

Age 0.010 0.035 0.079
NS

 0.779 1.01 0.943 1.08 

Constant -0.116 2.241 0.003
NS

 0.959 0.89   

** Highly significant difference P < 0.01, NS non-significant difference P > 0.05, is regression coefficient, S.E. is 

standard error, C.I is confidence interval, Wald statistic is a chi-square value test whether a predictor variable is 

significant in the model or not. 

Animal breeding and production data 

Repeated measures ANOVA 

Live body weight was measured at different 
time points, mean and standard error of mean 
for body weight were measured at the four 
time points. The results for test of normality 
(Shapiro-Wilk) were not significant (P value > 
0.05), so the data are normally distributed. 
Mauchly’s test of sphericity was significant P 
< 0.05 so the assumption was violated, and 

epsilon correction required Greenhouse-
Geisser was used. The sphericity is the 
condition where the variances of the 
differences between all combinations of 
related groups (levels) are equal. The repeated 
measures ANOVA results with Greenhouse-
Geisser correction revealed that the effect of 
breed type at different time points (interaction) 
was statistically significant P < 0.05 (the most 
important results) (Table 2).  
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Table 2: Main effect of time points (4
th

, 6
th

, 8
th

 and 10
th

 weeks), breed and sex, and their interaction on body 

weight of NewZeland, California and Rex rabbit breeds 

Source of variance SS df MS F P-value 

Within-subjects effects 

Weeks Greenhouse-

Geisser 
81590059.13 2.65 30848288.10 3799.3** 0.000 

Weeks*breed Greenhouse-

Geisser 
305382.74 5.29 57730.89 7.110** 0.000 

Weeks*sex Greenhouse-

Geisser 
4087.64 2.65 1545.49 0.19

NS
 0.88 

 Weeks * Breed  *    

Sex 

Greenhouse-

Geisser 96794.98 5.29 18298.55 2.254
NS

 0.065 

 Error(weeks) Greenhouse-

Geisser 
2641408.45 325.3 8119.41   

Between-subjects effects 

Breed 
589355.63 2 294677.82 3.802* 0.025 

Sex 
195058.42 1 195058.42 2.517

NS
 0.115 

Breed * Sex 
69021.033 2 34510.52 0.445

NS
 0.642 

Error 
9532479.3 123 77499.83   

SS is sum of squares; df is degrees of freedom; MS is mean of squares; F is F-value 

 

 

Table 3: Duncan’s multiple range post hock test for comparing means of body weights at different  time 

points (4
th

, 6
th

, 8
th

 and 10
th

 weeks),   for NewZeland, California and Rex rabbit breeds.  

Breed Time(weeks) Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 

 

NewZeland 

4
th

 444.265
h 

19.726 404.131 484.398 

6
th

 887.500
f 

29.120 828.255 946.745 

8
th

 1258.088
d 

26.721 1203.723 1312.454 

10
th
 1541.618

b 
22.329 1496.188 1587.047 

 

California 

4
th

 586.471
g 

18.521 548.789 624.152 

6
th

 1021.471
e 

30.492 959.433 1083.508 

8
th

 1334.412
c 

36.297 1260.564 1408.259 

10
th
 1584.265

b 
31.135 1520.920 1647.609 

 

Rex 

4
th

 547.794
g 

17.658 511.868 583.720 

6
th

 970.294
e 

27.006 915.350 1025.238 

8
th

 1339.235
c 

27.160 1283.977 1394.494 

10
th
 1680.0

a 23.681 1631.821 1728.179 

Means with different superscript are statistically significant at P < 0.05 according to Duncan’s multiple range 

test. 

 

To determine which means present 
significant effect, a post hoc test of Duncan’s 
multiple range was used. The post hoc test 
revealed that the body weight of the Rex breed 
at the 10

th
 week was the highest body weight 

of the all three breeds at different times (1680 
± 23.68). There was no statistically significant 
difference in body weight between NewZeland 

(1541.62 ± 22.33) and California (1584.27 ± 
31.14) at the 10th week of experiment. 
Furthermore the body weight of California and 
Rex did not significantly differ at the 6th week 
(1021.47 ± 30.49 and 970.29 ± 27.01, 
respectively) and 8th week (1334.41 ± 36.29 
and 1339.24 ± 27.16, respectively). Besides, 
NewZeland breed exhibited the smallest body 
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weight at the 4th week (444.27 ±19.73), while 
California and Rex did not significantly differ 
at 4th week (586.47 ±18.52 and 547.79 ± 
17.66, respectively). Body weight of 
NewZeland breed was the smallest at the 4

th
 

week (444.27 ±19.73), while California and 
Rex weren’t significantly differ at 4

th
 week 

(586.47 ± 18.52 and 547.79 ± 17.66, 
respectively) (Table 3).     

 Principal component analysis (PCA) 

There was enough correlation between 
variables to conduct the analysis as the 
correlation coefficients were highly significant 
(P < 0.01) and their values predominantly were 
above 0.3. As the PCA depends on reducing 
the large number of correlated variables to 
fewer uncorrelated others. Value of Kaiser-
Meyer-Olkin was 0.6. Bartlett’s test of 
sphericity with an associated (chi-square value 
= 241.3; P value < 0.001) which provided 
enough support for the validity of the principal 
component analysis of the data set. 

Table 4: Total variance explained by extracted components 

Total Variance Explained 

Component 

Initial Eigenvalues  Extraction Sums of squared  

Loadings 

 Rotation Sums of Squared 

Loadings 

Total %  of 

Variance 

Cumulative 

% 

Total % of 

Variance 

Cumulative 

% 

Total % of 

Variance 

Cumulative  

% 

1 2.768 46.136 46.136 2.768 46.136 46.136 2.361 39.354 39.354 

2 1.147 19.115 65.251 1.147 19.115 65.251 1.554 25.897 65.251 

3 0.826 13.765 79.016       

4 0.665 11.080 90.095       

5 0.420 7.003 97.098       

6 
0.174 2.902 100       

Table 5: Component matrix and rotated component matrix for body dimensions in experimentally inoculated 

rabbits with a normal dose of BUL. 

Component Matrix 
 

Rotated Component Matrix 

         Component  Component 

1 2 1 2 

ABDC 0.866  THC 0.818  

CHC 0.844  CHC 0.802 0.300 

THC 0.776  BL 0.709  

BL 0.540 -0.483 ABDC 0.691 0.535 

EW 0.540 0.436 EL  0.847 

EL 0.347 0.777 EW  0.648 

    ABDC= abdominal circumference; CHC= chest circumference; THC= thigh circumference; BL= body length;   

EW= ear width; EL=ear length  

 

Table 4 showed that the data matrix was 
best described by two principal components as 
their eigenvalues were above 1 and their 
values were 2.768 and 1.147, and both 
accounted for 65.25% of the total variability. 
Table 5 revealed that the factor pattern 
coefficients that were used to assess the 

relative contributions of the various body 
dimensions in determining the most important 
factors that explained and summarized the 
data. There were two extracted principal 
components. The most important variables that 
found to be highly associated with the first 
component were abdominal circumference, 
chest circumference and thigh circumference 
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with correlation coefficients of 0.866, 0.844, 
and 0.776, respectively, while ear length was 
highly associated with the second principal 
component (0.77). After rotation abdominal 
circumference, chest circumference and 
thoracic circumference remained highly 
associated with the first principal component 
(0.818, 0.802, and 0.709, respectively), and ear 
length became higher associated with the 
second principal component (0.847). 

Discussion 

The current research demonstrated different 
applied statistical methods in the field of 
genetics and animal production and breeding 
data, and showed the appropriate tests 
according to the type of the data.  One of the 
most common problem in statistics is the 
wrong application of statistical methods. In 
this study logistic regression was applied to 
predict the probability of metastasis that is a 
categorical binary variable obtained by 
counting, so application of ANOVA or simple 
regression was not correct as these tests 
require continuous data type but the accurate 
decision here was the application of logistic 
regression in such type of data and this agreed 
with Agresti [19] and Kleinbaum and Klein 
[20] but disagreed with Rao [21] who reported 
that analysis of variance is an appropriate test 
can be used in count data type. Our result 
revealed the significant role of genetics 
(genotype) which was previously supported by 
a study [22] applied logistic regression to 
determine the relationship between genetic 
effect and metastasis of HCC, which had 
showed a significant association between 
metastasis and genotypes. The effect of gender 
had a significant effect on metastasis of HCC 
and males revealed more susceptibility than 
females, this result is in contrast with a 
previous-study [23] which used logistic 
regression to study the effect of gender on 
metastasis of HCC, and the results showed no 
significant difference between males and 
females in metastasis. The age factor showed 
non-significant effect on metastasis and this 
result is in contrast with previous studies [24, 
25], which revealed that hepatocellular 
carcinoma is prominent in older ages. 

 Repeated measures ANOVA was run in 
this study in which body weight of three 

breeds of rabbits was measured at different 
consecutive time points, this is the correct 
statistical models for this type of data, as it 
takes into consideration the relation between 
repeated measurements and the serial effect of 
time. A previous study [26] stated that 
application of separate ANOVA tests for each 
time point is inappropriate to be used, as this 
method doesn’t consider certain important 
items as the effect of the consecutive time 
points on the measured parameters and the 
relation between measurements that cannot be 
obtained by traditional ANOVA. The results in 
Table 2 show within-subject effect with 
Greenhous-Gisser correction that was used due 
to violation of sphericity assumption as the P 
value of Mauchly’s test of sphericity < 0.05. 
The use of Greenhous-Gisser correction is in 
consistence with previously published articles 
[7, 27 and 28]. The results in Table 3 show 
that at young age California breed is heavier 
than NewZeland and Rex breed in the 4

th
 

weeks of age. These results agree with 
Hassanien and Baiomy [29]. The final body 
weight of California is superior to NewZeland 
this is in contrary to the results reported by 
Marai et.al [30]. 

Principal component analysis method 
requires an adequate correlation between 
variables to be suitable in process of reduction. 
Our results showed that many correlation 
coefficients were greater than 0.3 and this is in 
consistence with Tabachnick and Fidell [31], 
but for Kaiser-Meyer-Olkin it was 0.6 that is 
acceptable value indicating suitability of PCA 
analysis of this data. Several authors have 
suggested that the minimum accepted value for 
the test is 0.5as Hair [32]. Our data with six 
variables reduced to only two which had 
eigenvalue > 1, this extraction criterion was 
used previously [6,33]. This study is similar to 
the previous study applied on rabbits and used 
principal component analysis to determine the 
important factors from all body measurements 
[18]. Body length was moderately correlated 
(0.54) to the first component and ear length 
was weakly correlated to the first component 
(0.35), this is in contrary with the results 
published by Udeh [34] who revealed a high 
correlation with 0.901 and 0.884 for body 
length and ear length respectively.  
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Conclusion  

Choosing the correct statistical method for 
analysis of data produces valid and accurate 
results that can help in assessing and 
developing of biological fields based data. 
Logistic regression is the suitable model for 
predicting the binary response variables. Data 
with repeated measures are common in animal 
field studies, so caution must be paid for 
correct application of repeated measures with 
verification of required assumptions. Indeed, 
principal component analysis is very helpful 
and satisfactory method to be used in 
recognition of more important characters 
representing animal breeds.      
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 الملخص العربي

تحليل البي ن ت الحيويةء الحيوي المختلفة في حصا الاطرق  تطبيك  

 ٔ ْاصش فخغي صٕدة انطشباَي صلاط محمد فاطًت دعٕلي محمد، يغًٕد  انبيٕيي، محمد خيشي

انضلاصيك صايؼت -انبيطشي انطب كهيت - انغيٕاَيت انزشٔة حًُيت لغى  

ْٔي ًَٕرس الاَغذاس   .غيٕيتانَاث انبيااث بؼض انطشق الاعصائيت نخغهيم ْزِ انذساعت نخغهيظ انضٕء ػهي حطبيم حٓذف

انزي يغخخذو نهخُبؤ باعخًانيت عذٔد أ ػذو عذٔد يخغيش حابغ بُاء ػهي يخغيش أ اكزش يٍ انًخغيشاث انًغخمهت. عيذ  انهٕصغخي

ت أصشيج ػهي يضًٕػت يٍ انًشضي يٍ بياَاث يٍ دساعت ييذاَيان ٔاعخخذيج 22اصذاس SPSSحى حغهيم انبياَاث ببشَايش 

الاَغذاس انهٕصغخي  ًَٕرس حطبيك حى عيذانضُغيٍ يٍ اػًاس يخخهفت بخشكيباث صيُيت يخخهفت  بانًشكض انمٕيي نهبغٕد بانذلي 

ػًش انًشضي ٔانخشكيب انضيُي نٓى ٔصُغٓى ذلانت لاكخشاف انؼلالت بيٍ اَخشاس انٕسو انكبذي اني خلايا اخشي يٍ ػذيّ ب

انمابهيت لاَخشاس ايكاَيت انخُبؤ ببيًُا نى يظٓش حاريش يؼُٕي نهؼًش في شث انُخائش حاريشا يؼُٕيا نهخشكيب انضيُي ٔانضُظ اظٓ

عخت يخغيشاث حًزم لياعاث ابؼاد انضغى ػهي يضًٕػت بياَاث حخكٌٕ يٍ حى حطبيك حغهيم انًكٌٕ انشئيغي  .الأساو انكبذيت

انًكٌٕ انشئيغي اسحباطا يؼُٕيا بيٍ انًخغيشاث انغخت ٔكاَج انبياَاث حخبغ انخٕصيغ انطبيؼي نًضًٕػت يٍ الاساَب .أضظ حغهيم 

% يٍ الاخخلافاث انكهيت انغاصهت في 56.26 يمٕيا بخٕضيظ .حى اخخضال انضضء الاكبش يٍ الاخخلافاث في يكَٕيٍ سئيغيٍ فمظ

حطبيك حغهيم انخبايٍ نهمياعاث انًخكشسة ػهي يضًٕػت يٍ  حىيًُا ب. 1ٔكاَج انميًت انزاحيت نكم يًُٓا اكبش يٍ  يضًٕػت انبياَاث

يخابؼت لياط  يٍ خلالايج انخضشبت بمياط حاريشػايم انغشاسة ػهي ٔصٌ الاساَب  يٍ انزلاد علالاث يٍ انضُغيٍ ل الاساَب

ٍ ٔاخخخًج انخضشبت باخش لياط انٕصٌ ػهي فخشاث صيُيت كانخاني كاٌ أل لياط نهٕصٌ ػُذ الاعبٕع انشابغ رى انغادط رى انزاي

نلأصاٌ في -(0.01الم يٍ)انميًت الاعخًانيت -ػانيا   ػُذ الاعبٕع انؼاشش.اظٓشث َخائش انخغهيم الاعصائي اخخلافا يؼُٕيا

 .الاعابيغ انًخخهفت نهخضشبت  في انزلاد علالاث

 
 

 

 

 

 

 
 

 


