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Abstract: 
Recently, with the increased awareness of the harmful and environmental effects of conventional 

energy resources, new renewable energy sources (RESs) have proven better solutions and 

replacement candidates. Increasing the participation levels of RESs in electricity generation 

systems can relieve the effects of greenhouse gases and increased temperature of the earth. 

However, the inherent characteristics of RESs based generation systems are different from the 

conventional synchronous generator-based generation, particularly from the side of inertia 

support. Additionally, increased installations lead to having continuously reduced power systems’ 

inertia. Therefore, designing proper load frequency controllers (LFCs) represents an efficient way 

to face the inertial problems of RESs-based modern power grid systems. The LFC systems are 

subjected to different communication delays, which exist in the LFC control loops and the 

generation commands. Therefore, this paper presents an optimized design methodology for LFC 

methods. The proposed design methodology presents the design of integral (I), proportional-

integral (PI), and proportional-integral-derivative (PID) controllers for LFC applications. The 

manta-ray foraging optimizer (MRFO) algorithm is proposed for the design optimization process. 

Sensitivity analysis against the different communication delay locations and values is made in the 

paper to compare and evaluate the considered control method. Additionally, the effects of the 

intermittency property of RESs are considered in the design verifications and comparisons. The 

obtained results show the stability issues of existing communication delays and their margin 

values to preserve the stable operation of power grids. Additionally, the RESs fluctuations are 

highly affecting the frequency response and regulation of RESs-based modern power grids. The 

current study provides a comprehensive and generalized method for evaluating the effects of 

communication time delays while considering the high penetration levels of RESs. The study can 

be employed for better design of LFC methods and the development of highly reliable control 

methods for regulating the frequency in modern power grids.  

Keywords: communication delays, load frequency controllers (LFCs), manta-ray foraging 

optimizer (MRFO) algorithm, PID controllers, renewable energy sources, sensitivity analysis.  
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1. Introduction 
1. 1. Overview  

The imperative energy sector shift towards new-clean renewable energy sources (RESs) in the 

different applications of the sector is necessitated to face the resulting harmful climate change 

effects on the earth and human life (Aly and Rezk, 2020; Nasiri Avanaki and Sarvi, 2016; Zhong 

et al., 2008). Additionally, the existing limited availability of fossil fuel resources with their 

continuous increase in prices motivates the replacement of RESs in the energy sector as well as 

the transport sector. With the recent technological developments in the RESs materials and 

industrial processes have emerged as a competitive option with lowered levelized cost of energy 

(LCOE). Another factor is the widespread accessibility of RESs in different resources all over the 

world, such as sun, wind, oceans, etc. The vast replacements of RESs have also led to minimizing 

environmental impacts and the greenhouse emissions resulting from conventional energy 

resources (Nasirov et al., 2018).  

However, the main critical challenges that face the recent advancements and installations of 

RESs in modern power grids are summarized as follows: 

 The generated output power from RES is dependent on continuously changing 

environmental conditions, such as solar irradiance, operating temperature, wind speed 

values, etc. As an example, photovoltaic (PV) systems do not generate power at night 

times nor when being subjected to shading and dust effects. Hence, their output power 

varies throughout the day times with the normal/abnormal changes in solar irradiance and 

temperature. This characteristic results in having intermittent property of RESs output 

power. This problem represents a significant attribute of RESs due to this intermittent 

nature that provides output power output fluctuations. These fluctuations are reflected as 

frequency deviations in modern power grid systems (Advanced Frequency Regulation 

Strategies in Renewable-Dominated Power Systems, 2024). 

 Furthermore, the incorporation of more RES installations and systems into power grids 

leads to a continual reduction in the inertia of electrical power systems compared to fossil 

fuel conventional power grid systems. Power system inertia serves as a crucial 

determinant of power grid stability and resiliency. The diminished inertia is primarily 

coming from the unique voltage and current output characteristics of RESs, which cannot 

be directly integrated into power grids. To ensure adequate voltage, current, and power 

quality waveforms compatible with power grids, a power electronic power conversion 

unit becomes essential. These power conversion units differ from conventional energy 

systems, relying on the use of synchronous generators with inherent inertial support, 

which play a vital role in preserving system stability and robustness. This property is 

absent in the RESs-based power grids with the employed power electronics-based 

conversion systems (El-Sousy et al., 2023a). 

 Another source of uncertainty arises from the characteristics of contemporary connected 

loads, which can undergo significant and abrupt changes. Consequently, when coupled 

with the unpredictable generation of RES, modern power grids may experience severe 

instability-related problems and inadequate responses. The changes in both generations 

and loading demands result in having unbalanced active power and hence higher 

frequency fluctuations in the power grid’s frequency (Bakeer et al., 2023). 
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1. 2. Literature Review 

To address these challenges, different energy storage systems (ESSs) have become indispensable 

components of modern power grids to mitigate the existing fluctuations in RES generation 

systems (Choudhary et al., 2022). Including ESSs represents a perfect solution for storing and 

supplying energy based on existing fluctuations in generation and load imbalance conditions. 

Therefore, effective control and management algorithms are imperative to optimize the utilization 

of different forms of ESS technologies and to provide support to modern power grid systems' 

inertial response (Singh and Arya, 2023a). 

The control strategies and their proper design methodologies, which have been implemented 

across various interconnected elements of power grids, play a pivotal role in determining the 

system's response, behavior, stability, efficiency, and resilience. LFCs have emerged as efficient 

tools for regulating the frequency response of modern power grids. Incorporating LFCs helps to 

consider the imbalance between generation and connected loads. LFCs also can manage 

variations in tie-line power and control the contributions of connected devices, whether in a 

centralized or distributed manner (Nour et al., 2023a; Zaid et al., 2023).  

The existing literature has presented numerous control methodologies and design approaches that 

have been applied to various power grid structure-based case studies. These structures encompass 

conventional generation resources, diverse load types, interconnected RESs, ESS devices, 

flexible AC transmission system (FACTS) devices, and transmission line configurations (Ahmed 

et al., 2023). Furthermore, the chosen design methodologies for LFCs and other controllers in 

modern power grids significantly influence the system's response to power imbalance-related 

disturbances. Mathematical-based design methodologies have been widely presented in the 

literature. The mathematical design techniques can achieve robust system response with the 

closed loop systems' guaranteed gain and phase margin. However, they need very complex 

methods for designing them and expert control design engineers (Ahmed et al., 2022).  

On the other side, the metaheuristic optimization algorithms have been presented in the literature 

for designing LFCs in grid systems (Nayak et al., 2023a, 2023b). With the use of recent and 

classical optimization techniques, optimized control parameters are determined through the 

proper selection of the desired objective function. In contrast to mathematically based design 

methodologies found in the literature, the application of metaheuristic optimization algorithms in 

designing LFCs for grid systems offers a straightforward process, simultaneous parameters’ 

tuning, eliminates the need for sophisticated and complex control theories, and allows the flexible 

adjustments of desired power grid response through the minimization of an objective function. 

Normally, objective functions are implanted based on minimizing the frequency and tie-line 

power fluctuations (El-Sousy et al., 2023b). Some examples of applied recent optimization 

techniques include the modified liver-cancer optimizer algorithm (MLCA) (Noman et al., 2024), 

salp swarm-based algorithm (SSA) (Arya and Singh, 2024; Rangi et al., 2024), artificial 

hummingbird optimization algorithm (AHA) (Mohamed et al., 2023a), global neighborhood 

algorithm (GNA) (Choudhary et al., 2023), etc.  

Numerous LFC methodologies have been proposed in the existing literature to regulate frequency 

in various grid/microgrid structures. Recently, there has been a recent development in advanced 

and intelligent control techniques for LFC, including model-based predictive controllers (MPC), 

adaptive neuro-fuzzy interface systems (ANFIS), artificial neural network (ANNs), deep 
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learning-based neural networks (DNNs), and controllers that employ fuzzy logic (FLCs) concepts 

(Almasoudi et al., 2023; Mohamed et al., 2023b). However, these methods need extensive 

training data and more complex implementations.  

Moreover, some research proposals have been introduced based on using the MPC grid 

stabilization approach in wind energy generation turbines (Aly et al., 2023a). In another work, an 

ANFIS-based LFC method has been applied to multi-RES related scenarios, utilizing the ant-lion 

optimizations algorithm (ALO) for optimizing the LFC design process. Additionally, an ANN-

based LFC scheme was introduced for solar PV-based power plants (Shabani et al., 2013). 

Another hybrid controller that combines FLC and the fractional order (FO) based control 

techniques has been presented for two interconnected microgrids featuring PV and wind power 

generation while employing the wild-horse optimizer (WHO) algorithm for LFC design. This 

method achieves a reduced overshot, shorter settling times, and an improved power system 

response. The marine predator-based optimizer algorithm (MPA) has been employed in 

combination with the FLC-based proportional-integral-derivative (PID) control. Another LFC 

solution has been introduced based on an FLC PID controller with sine-cosine optimization 

algorithms (SCA) for designing the LFC scheme. Furthermore, frequency regulation through 

using FOPID FLC has been achieved with the aid of differential evolution optimizer algorithms 

(DE). However, these methods suffer from complex design procedures, expert requirements, 

huge tunning data, and/or complex implementation processes (Abid et al., 2023; Salama et al., 

2022; Youssef et al., 2023).  

An evaluation comparing the various advanced LFC methodologies with classical ones was 

conducted in (El-Sousy et al., 2023b; Mohamed et al., 2023b). The study showed that advanced 

LFC techniques can enhance the stability of modern power grids. However, they depend on 

expert systems and necessitate substantial tuning data during the design phase, along with a high 

computational burden and powerful processors for optimization and implementation (Ray et al., 

2011; Sahu et al., 2016). In contrast, classical integer order (IO) and fractional order (FO) based 

LFC schemes are still having research and industry interest due to their simplicity, 

comprehensibility, and wide applicability in the literature. They also have the advantages of the 

simple implementation and hardware requirements. Thence, they demonstrate superior 

performance applications compared with various LFC design algorithms (Aly et al., 2023b; Arora 

et al., 2021; El Yakine Kouba et al., 2015).  

Several IO LFC schemes have been widely introduced in the literature for LFC in several single 

and multi-area interconnected power grid systems (Ebeed et al., 2024). The integral (I) controller 

represents the widely applied IO controller in LFC problems in the literature. The PI IO-based 

LFC has been presented in the literature to improve the performance of I-based LFC methods. 

Furthermore, the PID controller has been proposed in several papers for adding the derivative 

term to the classical PI LFC schemes. The PID-based LFC schemes have shown improved 

performance and control response compared with the I and PI control methods (Sahoo et al., 

2023; Singh and Arya, 2023b). Optimization algorithms have been integrated with IO LFC for 

design optimization and to avoid complex mathematical and control theory-based design 

procedures. The presented optimization methods have included the Harris Hawks optimization 

(HHO), imperialist-competitive optimizer algorithm (ICA), artificial bee-colony optimizer 

(ABC), Jaya-Balloon optimizations (JBO), the Electro-Searching Optimization (ESO) algorithm 

with the Balloon Effects (BE), etc (Hassan et al., 2023). 
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Furthermore, some strategies have been introduced based on virtual inertia control (VIC) to 

rapidly regulate the frequency (Almasoudi et al., 2024; Nour et al., 2023b). For instance, fuel 

cells based on green hydrogen systems have been introduced to enhance the inertial response 

through the VIC of power grids. A nonlinear PI controller, optimized using the dandelion 

optimizer algorithm (DO), was developed for a single-area power grid. The particle swarm 

optimizer algorithm (PSO) was applied for designing I and PI controllers for LFC and VICs, 

respectively, within interconnected microgrids. The IO LFC methods stood out for their 

straightforward structures, reduced complexity, uncomplicated design procedures, and cost-

effective implementation. However, they showed some limitations in fully mitigating grid 

fluctuations, sensitivity to parameter variations, and limited design flexibility (Hassan et al., 

2023). Recent applications of the artificial rabbits' optimization algorithm (ARO) for control 

design were also highlighted, including ARO's use in designing conventional PI and PID 

controllers for multi-sourced microgrid systems, as well as the design of a PD-PID accelerated 

controller for static synchronous compensators (STATCOM) in power systems. Additionally, a 

Fuzzy PIDD2 controller was presented alongside the Gradient-Based Optimizer (GBO) algorithm 

for stabilizing combined voltage-frequency loops in two-area-based interconnected grids. 

However, few works in the literature have discussed the sensitivity of designed control methods 

against communication time delays (Bakeer et al., 2022). However, the study of communication 

delays in the designed control methods has not been covered in detail.   

1. 3. Problem Formulation  

The necessity of a communication infrastructure has been emphasized by researchers. In practical 

systems, various sources are typically situated at disparate geographical locations, while the 

controller may be positioned elsewhere. In such cases, communication systems are necessary for 

transmitting both sensor information and controller outputs. It is presumed that these 

communications occur via shared communication channels. When shared communication 

channels are employed, the transmission of information may entail unpredictable delays. It is 

asserted that, although these delays are minor, they can induce instability in the system. 

Consequently, it becomes imperative to assess the performance of the control scheme under the 

influence of uniformly distributed random communication delays, encompassing the existing 

delays between sensors and the controller and between the controller and various participating 

units. These delays are assumed to vary randomly within the range of 0.05 to 0.15 seconds, 

following a uniform distribution. Therefore, a sensitivity study of the stability of LFC systems is 

necessary against the existing time delays of communication systems. Additionally, other effects 

of environmental conditions on the generated RES power have to be seriously considered in the 

evaluations of the designed LFC methods.  

1. 4. Paper Contribution  

The main contributions of this paper are summarized as follows:  

 This paper proposes an optimized design methodology for IO-based LFC methods for 

RESs-based modern power grids. The controllers considered are the I, PI, and PID LFC 

schemes. However, the proposed method is general and can be extended to various LFC 

methods.  

 The manta-ray foraging optimizer (MRFO) algorithm is presented for determining the 

optimized control parameters. The MRFO algorithm determines all the possible control 

parameters optimally and simultaneously, obtaining the best parameter set.  
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 This paper evaluates the sensitivity analysis of the designed LFC methods against the 

existing communication time delays in the studied modern power grid systems. 

Additionally, the wide range of time delay variations is considered in this paper to 

determine the possible margin values for the stable operation of RESs-based grids.  

The remaining parts of this paper are organized as follows: Section 2 presents the mathematical 

representations of various considered grid elements of the selected case study. This Section also 

studies the effects of environmental factors on the installed RESs and their impact on the 

frequency response of the studied power grid. The various considered LFC methods are presented 

in Section 3. The proposed MRFO-based design optimization and the design procedures are 

detailed in Section 4. Section 5 presents the considered modeling of communication time delays 

and their related considerations. The obtained results are presented in Section 6. Finally, the 

conclusions of the paper are given in Section 7.   

2. Materials and Methods 

2. 1. System Description 

The diagram in Figure 1 illustrates an isolated hybrid power system comprising diverse 

distributed generators (DGs) (Sharma and Mishra, 2020). This system encompasses PV 

(Photovoltaic), WTG (Wind Turbine Generator), AE (Advanced Energy), FC (Fuel Cell), DEG 

(Diesel Engine Generator), BESS (Battery Energy Storage System), and FESS (Flywheel Energy 

Storage System). To regulate the system's frequency, a secondary integral controller is employed. 

Two distinct approaches for frequency regulation in such systems have been proposed in 

previous references, specifically, (Pan and Das, 2016; Ray et al., 2011). In (Ray et al., 2011), a 

decentralized controller is presented, with each participating element having its individual 

controller. Conversely, (Pan and Das, 2016) adopts a unified controller approach, where a single 

controller governs all the sources, dispatching the same control instructions to all elements. It's 

important to note that utilizing a single controller, as discussed in (Pan and Das, 2016), can lead 

to a degradation in system performance. However, (Pan and Das, 2016) also underscores the 

advantages of this approach, including simplified maintenance, reduced wiring complexity, and a 

decrease in the number of controller parameters. Consequently, in our study, we have chosen to 

employ a single controller despite the participation of more than one element.  

Another notable distinction between the methodologies of (Pan and Das, 2016; Ray et al., 2011) 

lies in the use of energy-storing devices (such as batteries and flywheels) as the primary control 

action to address energy needs during transient periods (Ray et al., 2011), owing to their rapid 

response. In contrast, (Pan and Das, 2016) employs BESS and FESS even for secondary control 

actions. In our paper, we have followed the approach outlined in (Ray et al., 2011), utilizing 

BESS and FESS exclusively for primary control to ensure swift responses during transients, 

while preserving their stored energy by not utilizing them during steady-state operation. The 

various transfer functions depicted in Figure 1, as detailed in (Pan and Das, 2016; Ray et al., 

2011), are briefly discussed. 
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Fig. 1. Main components and structure of the studied System. 

2.1. 1. PV Generation Modelling 

Recently, power systems have been subjected to high penetration levels of renewable energy 

sources to replace conventional generation methods. In particular, the plan of the Egyptian 

government is to lead the renewable energy sector in the region and export renewable energy to 

the surrounding countries and Europe. The PV generation has received high interest due to 

having high irradiation levels in all the parts of Egypt, making it super competitive with other 

countries, in terms of the cost of generated energy.  

The structure of the PV generation unit includes the PV panels, which are responsible for 

converting the solar irradiance into electrical energy at its terminals. It includes a DC/DC power 

electronic converter system, which is responsible for the extraction of maximum power from the 

PV source and for boosting the low voltage at the PV panel terminals into a suitable level for grid 

integration. In addition, it includes a DC/AC power electronic inverter system, which is 

responsible for the generation of AC output voltage to inject the generated power from the PV 

system into the utility grid system. Also, it includes some interfacing and protection devices for 

improving the system lifetime and for protecting the personals around the PV system.  

The use of power electronic DC/AC inverters in the integration of PV power with the grid side 

can transfer the generated power within two-to-three-line cycles using pulse width modulations 

(PWM) methods. Therefore, it is suitable to employ only a first-order-based TF for the modeling 

of the PV system in this work. The transfer function (TF) model of PV systems is represented 

through using a first-order TF. The PV system TF representation is expressed as follows (El-

Sousy et al., 2023a):  

𝐺𝑃𝑉 =
𝐾𝑃𝑉

𝑇𝑃𝑉𝑠 + 1
 (1) 

where KPV and TPV are PV system gain, and PV system time constant. During this work, it is 

assumed that there is a perfect maximum power point tracking (MPPT) controller that preserves 

PV system operation at MPP at all times, regardless of solar irradiation changes and/or 

temperature changes. Thence, all the received energy from the sun is directly injected into the 

power grid system without reduction. This, in turn, will affect the power balance of the power 

system and introduce additional frequency fluctuations in the power system.  
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On the other side, the total generated power from the PV system is directly proportional to the 

solar irradiance level (φ) in addition to the operating ambient temperature. The generated power 

PPV can be expressed as (Aly et al., 2023a):  

𝑃𝑃𝑉 =  𝜂𝑃𝑉  𝜑 𝐴𝑃𝑉(1 − 0.005 (𝑇𝑎 + 25) )  (2) 

where, 𝜂𝑃𝑉 represents the PV panel conversion efficiency for the considered case study. Whereas 

APV represents the total area of the installed PV panels and subjected to the solar irradiance value 

(φ) from the sun in kW/m2. The symbol Ta represents the operating point ambient temperature of 

the PV system. In this work, this model will be used to model the PV generated power and its 

dynamics as disturbances for the power grid system.  

Changes and variations in solar irradiance levels result in fluctuations in PV-generated power. 

These fluctuations, in addition to the existing fluctuations in loading, cause unbalanced 

conditions between loading and generation powers, which are reflected as fluctuations in the 

power system's operating frequency.  

2.1. 2. Wind Generation Modelling 

From the wind power generation point of view, the generated wind power is highly dependent on 

the employed wind turbine behavior in addition to the operating wind speed of the system. The 

received wind power on the turbine blades makes them rotate and they hold the rotor of the 

generator of wind power. This rotation with the excitation field enables the generator to generate 

electrical power from the wind movement. The output power from the generator is converted into 

two series conversions from AC to DC and then the DC is converted to AC another time. This is 

due to the fact that the frequency of generated power from wind generation is variable based on 

the velocity of the wind. Then, an AC/DC rectifier stage is used to obtain a DC voltage from the 

variable frequency AC voltage from the generation side. Then, the second stage of DC/AC 

inverter system is used for the generation of controlled voltage with grid line frequency voltage 

waveform to make it suitable and synchronized with the power grid side system.  

Also, based on using a power electronic converter structure in wind energy transition, a first-

order TF will be used for the representation of wind power dynamical behavior in this work. The 

wind power TF can be expressed as follows (Hassan et al., 2023):  

𝐺𝑤𝑖𝑛𝑑 =
𝐾𝑤𝑖𝑛𝑑

𝑇𝑤𝑖𝑛𝑑 𝑠 + 1
 (3) 

where Kwind and Twind are the model gain of wind generation, and the model time constant for the 

wind generation system. Also, here is assumed that there are perfect control methods to 

continuously achieve MPPT for all the operating points of wind power generation systems. 

Therefore, all the available wind power will be directly injected into the power grid system 

within this work.  Moreover, the various expected faults and abnormal conditions with the 

degradation and aging of various components in the wind generation systems are neglected 

within this work, and hence, perfect control and operation are considered.  

On the other side, the extracted wind power is a function of the wind turbine model and the 

operating wind speed. It can be expressed as follows (Ahmed et al., 2023):  

𝑃𝑤𝑖𝑛𝑑 =  
1

2
 𝜌 𝐴𝑤𝑖𝑛𝑑 𝐶𝑝 𝑣𝑤

3   (4) 

where ρ denotes the operating air density, Awind denotes the swept area by wind turbine blades 

system, Cp stands for wind power coefficient, which is a function of the wind tip-speed ratio, 
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whereas vw stands for the operating wind velocity. It is clear that changes of wind speed cause 

changes in wind-generated power by the turbine and generator systems.  

2.1. 3. Distributed Generation and Storage Devices Modelling 

In this paper, we will study the way to model the various installed distributed energy resources 

(DERs) systems in the frequency regulation study. The ESS in the power system will also be 

considered in this part to provide a generalized representation of the various power system 

elements. The considered elements in this study include the battery ESS (BESS), flywheel ESS 

(FESS), diesel engine generator (DEG), fuel cell (FC), and aqua electrolyzes (AE). Usually, the 

various DERs are represented using a first order transfer function to represent their dynamics, and 

hence it will be employed within this work. The system with the models and components is 

shown in Figure 2. The representations of the various DERS dynamics can be expressed in the 

following expressions (Sharma and Mishra, 2020).  

For the BESS with gain KBESS and time constant TBESS, TF GBESS is expressed as: 

𝐺𝐵𝐸𝑆𝑆 =
𝐾𝐵𝐸𝑆𝑆

𝑇𝐵𝐸𝑆𝑆𝑠 + 1
 (5) 

For the FESS with gain KFESS and time constant TFESS, TF GFESS is expressed as: 

𝐺𝐹𝐸𝑆𝑆 =
𝐾𝐹𝐸𝑆𝑆

𝑇𝐹𝐸𝑆𝑆𝑠 + 1
 (6) 

For the FC with gain KFC and time constant TFC, TF GFC is expressed as: 

𝐺𝐹𝐶 =
𝐾𝐹𝐶

𝑇𝐹𝐶𝑠 + 1
 (7) 

For the AE with gain KBESS and time constant TBESS, TF GAE is expressed as: 

𝐺𝐴𝐸 =
𝐾𝐴𝐸

𝑇𝐴𝐸𝑠 + 1
 (8) 

For the DEG with gain KDEG and time constant TDEG, TF GDEG is expressed as: 

𝐺𝐷𝐸𝐺 =
𝐾𝐷𝐸𝐺

𝑇𝐷𝐸𝐺𝑠 + 1
 (9) 

The use of the first-order TF is suitable for frequency regulation studies, regardless of the 

exhibited nonlinearities and high-order representations of the actual systems. This is because low 

frequency related signals are considered in frequency control. Therefore, high-order and model 

nonlinearities are neglected and are not considered here in the work.  

2.1. 4. Power System Grid Modelling 

In the balanced power operating point, the generated power from sources is equal to the 

consumed power at the same moment. In the current case study, the generated wind power, PV 

power, fuel cell power, and DEG power summation must equal the consumed power in the loads 

and AE power. The ESS devices can play the role of generation units during the discharging 

mode of operation, and the role of loading in the case of charging scenarios. The control of ESS 

devices is made based on the system requirement and variations in the loading behavior with 

respect to the generation behavior. Any power mismatches will activate the control and 

management algorithms to adjust the generated/stores/loading powers to cope with the current 

operating scenario.  
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 The power generation and loading mismatches result in frequency deviations in the power 

system operating points. The amount of fluctuation is related to the amount of power mismatches, 

the power system operating inertia (H), and the power system damping (D). If we represent the 

power summation of the power generated from the controllable power sources with PMG, and the 

connected loads PL power, then the steady state power balance can be represented as follows 

(Sharma and Mishra, 2020):  

𝑃𝐿 =  𝑃𝑀𝐺 +  𝑃𝑃𝑉 +  𝑃𝑤𝑖𝑛𝑑 (10) 

In case of sudden power disturbances and hence instantaneous unbalance between the generation 

power and loading power, the system loses its power balance condition, and frequency deviations 

result accordingly. The power system dynamics TF can also be represented using a first-order TF 

based on the values of D and H. It can be expressed as follows:  

𝐺𝑃𝑆 =
𝛥𝑓

𝛥𝑃𝑀𝐺  + 𝑑𝑖𝑠𝑡.
 =

1

2 𝐻 𝑠 + 𝐷
 (11) 

where Δf represents the change/deviation in the operating power system frequency. Whereas dist. 

denotes the existing power disturbance, which mainly results from the changes/unbalance of 

power generation/loading of the power grid system. The disturbance can be expressed as (Sharma 

and Mishra, 2020):  

𝑑𝑖𝑠𝑡. =  −∆𝑃𝐿 + ∆𝑃𝑃𝑉 +  ∆𝑃𝑤𝑖𝑛𝑑 (12) 

The employed power system model parameters are summarized in Table. I for the work done in 

this paper. The LFC is responsible for preserving the frequency changes/deviations within the 

predefined power grid limits by the codes.  

Δf1
2H s + D

Power system 

 PMG

PV power plant

Wind Power plant Kwind

Twind  s+1

KPV

TPV s +1

 PWT

 PL

 PPV
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KFESS

1+s  FESST

 1

 1

Δfref = 0

KDEG

1+s  DEGT

KFC

1+s  FCT

KAE

1+s  AET

Electrical Loads

Load Frequency 

Controller

Fig. 2. Complete elements’ models for the selected case study. 
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Table I. System parameters of he studied microgrid case 

Element Parameter Value 

PV system 
𝐾𝑃𝑉 1.0 

𝑇𝑃𝑉 1.3 s 

Wind system 
𝐾𝑤𝑖𝑛𝑑 1.0 

𝑇𝑤𝑖𝑛𝑑 1.5 s 

FC system 
𝐾𝐹𝐶 0.01 

𝑇𝐹𝐶 4.0 s 

DEG system 
𝐾𝐷𝐸𝐺 0.003 

𝑇𝐷𝐸𝐺 2.0 s 

BESS system 
𝐾𝐵𝐸𝑆𝑆 -0.003 

𝑇𝐵𝐸𝑆𝑆 0.1 s 

FESS system 
𝐾𝐹𝐸𝑆𝑆 -0.01 

𝑇𝐹𝐸𝑆𝑆 0.1 s 

AE system 
𝐾𝐴𝐸 0.002 

𝑇𝐴𝐸 0.5 s 

Power grid system 
𝐻 0.2 s 

𝐷 0.03 

2. 2. Frequency Regulation Controllers 

IO-based control methods have found wide industrial applications in literature. Their 

performance and simple implementation, in addition to the simple design procedures, are the 

main advantages of IO control algorithms. Particularly, IO-based controllers are preferred 

solutions in LFC applications and the regulation process of operating power system frequency. 

There are several versions of IO-based LFC algorithms that have been developed in the literature 

for several case studies, including the cases of single-area power systems and multi-area power 

systems. In addition, they were applied to perform the LFC functionality and/or the virtual inertia 

control methods.  

The IO-based integrator IO-I controller has been widely used in LFC applications. The IO-I 

possesses a single tunable parameter in its design. It is represented by the integral part gain (KI). 

The diagram representing the IO-I LFC method is shown in Figure 3. The mathematical 

representation of the IO-I controller is expressed as:  

𝐶𝐼𝑂−𝐼(𝑠) =  
𝑌(𝑠)

𝐸(𝑠)
=  

𝐾𝐼

𝑠
 (13) 

where, 𝐶𝐼𝑂−𝐼(𝑠) denotes the controller TF of the IO-I LFC method. Whereas 𝑌(𝑠) is the output 

signal of the IO-I controller and 𝐸(𝑠) is the input error signal to the IO-I controller (here it is the 

ACE signal).  

On the other side, the IO-based proportional-integral (IO-PI) controller has been introduced to 

improve the IO-I controller with the inclusion of an additional P term, which can improve the 

tracking speed for the reference and, hence, faster response is obtained. The IO-PI controller 

includes the P term gain (KP) and the I term gain (KI) as tunable parameters. Therefore, the IO-PI 

controller adds more flexibility to the LFC design. Figure 4 shows the structure of the IO-PI-

based LFC system. The IO-PI controller can be mathematically expressed as: 
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𝐶𝐼𝑂−𝑃𝐼(𝑠) =  
𝑌(𝑠)

𝐸(𝑠)
=  𝐾𝑃 +  

𝐾𝐼

𝑠
 (14) 

where, 𝐶𝐼𝑂−𝑃𝐼(𝑠) denotes to the controller TF of the IO-PI LFC method with ACE signal as input 

𝐸(𝑠) and its output 𝑌(𝑠) is applied to control the various generation/storage devices.  

A more particular controller case study is represented through the development of the IO based 

proportional-integral-derivative IO-PID controller. It includes three different tunable controller 

parameters compared to the two tunable in IO-PI and the single tunable parameter in the IO-I 

controller. Therefore, better tracking with improved steady-state performance has been proven 

features of the IO-PID controller. The IO-PID controller includes the P term gain (KP), the I term 

gain (KI), and the D term gain (KD) as tunable parameters of the controller design process. 

Therefore, the IO-PID controller has the best control flexibility compared to the IO-I LFC and the 

IO-PI LFC methods. Figure 5 shows the structure of the IO-PID-based LFC system. The IO-PID 

controller can be mathematically expressed as: 

𝐶𝐼𝑂−𝑃𝐼𝐷(𝑠) =  
𝑌(𝑠)

𝐸(𝑠)
=  𝐾𝑃 +  

𝐾𝐼

𝑠
+  𝐾𝐷 𝑠 (15) 

where, 𝐶𝐼𝑂−𝑃𝐼𝐷(𝑠) stands for the TF representation of the IO-PID LFC method using ACE signal 

as input 𝐸(𝑠) to the controller. Whereas the controller output signal 𝑌(𝑠) is used to control the 

active power of each of the controllable sources in the studied system.  

Y (s)
IK 1/s 

E (s)
Δf0= Ref  fΔ Power 

System

 

Fig. 3. LFC based on IO-I Controller 
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Σ
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Fig. 4. LFC based on IO-PI Controller 
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Fig. 5. LFC based on IO-PID Controller 

In literature, there are several developed IO controllers for LFC studies. However, the previously 

presented three IO LFC methods will be considered in this work due to their generality and the 

focus of the paper. The focus will be on the evaluation of the three controllers while considering 

the different time delay models and representations of the modern power grids systems.  

2. 3. Controllers Design and Optimization 

2.3. 1. The MRFO Algorithm Description 

Here, the MRFO optimization algorithm is employed for designing the various studied 

controllers in this work. The MRFO represents a metaheuristic optimization algorithm, which is 

related to the foraging strategies that are followed by the manta rays during the catching 

processes of the prey (Zhao et al., 2020). The MRFO algorithm is mainly consisting of three 

main foraging processes, represented by the chain process, cyclone process, and the somersault 

process for foraging. Firstly, the chain related process for foraging can be mathematically 

represented as following (Zhao et al., 2020):  

𝑥𝑖
𝑡+1 = {

𝑥𝑖
𝑡 + 𝑟. (𝑥𝑏𝑒𝑠𝑡

𝑡 − 𝑥𝑖
𝑡) + 𝜔1. (𝑥𝑏𝑒𝑠𝑡

𝑡 − 𝑥𝑖
𝑡), 𝑖 = 1       

𝑥𝑖
𝑡 + 𝑟. (𝑥𝑖−1

𝑡 − 𝑥𝑖
𝑡) + 𝜔1. (𝑥𝑏𝑒𝑠𝑡

𝑡 − 𝑥𝑖
𝑡), 𝑖 = 2: 𝑁   

 (16) 

where, 𝑥𝑖
𝑡 denotes to the ith position of the current iteration number t and the variable 𝑥𝑏𝑒𝑠𝑡

𝑡  

represents the best solutions. In addition, r stands for a randomly selected vector, N denotes to the 

manta rays’ number, and 𝜔1 represents a weighting coefficient in the algorithm. 

Secondly, the cyclone processes related foraging can be expressed as following (Aly and Rezk, 

2021):  

𝑥𝑖
𝑡+1 = 𝑥𝑏𝑒𝑠𝑡 + 𝑟. (𝑥𝑖−1

𝑡 − 𝑥𝑖
𝑡) + 𝑒𝑏𝜔. 𝑐𝑜𝑠(2𝜋𝜔). (𝑥𝑏𝑒𝑠𝑡 − 𝑥𝑖

𝑡) 
𝑦𝑖

𝑡+1 = 𝑦𝑏𝑒𝑠𝑡 + 𝑟. (𝑦𝑖−1
𝑡 − 𝑦𝑖

𝑡) + 𝑒𝑏𝜔. 𝑐𝑜𝑠(2𝜋𝜔). (𝑦𝑏𝑒𝑠𝑡 − 𝑦𝑖
𝑡) 

(17) 

where, 𝜔 represent a randomly selected number. Therefore, the cyclone process related foraging 

can be expressed as following (Zhao et al., 2020): 

𝑥𝑖
𝑡+1 = {

𝑥𝑏𝑒𝑠𝑡 + 𝑟. (𝑥𝑏𝑒𝑠𝑡
𝑡 − 𝑥𝑖

𝑡) + 𝜔2. (𝑥𝑏𝑒𝑠𝑡
𝑡 − 𝑥𝑖

𝑡), 𝑖 = 1       

𝑥𝑏𝑒𝑠𝑡 + 𝑟. (𝑥𝑖−1
𝑡 − 𝑥𝑖

𝑡) + 𝜔2. (𝑥𝑏𝑒𝑠𝑡
𝑡 − 𝑥𝑖

𝑡), 𝑖 = 2: 𝑁   
 (18) 

where, 𝜔2 stands for a weighting factor for the cyclone related foraging. The representation of 

random position within the searching spaces can be expressed as following (Zhao et al., 2020):  

𝑥𝑟𝑎𝑛𝑑 =  𝐿𝑏 + 𝑟. (𝑈𝑏 −  𝐿𝑏) (19) 
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𝑥𝑖
𝑡+1 = {

𝑥𝑟𝑎𝑛𝑑 + 𝑟. (𝑥𝑟𝑎𝑛𝑑
𝑡 − 𝑥𝑖

𝑡) + 𝜔2. (𝑥𝑟𝑎𝑛𝑑
𝑡 − 𝑥𝑖

𝑡), 𝑖 = 1       

𝑥𝑟𝑎𝑛𝑑 + 𝑟. (𝑥𝑖−1
𝑡 − 𝑥𝑖

𝑡) + 𝜔2. (𝑥𝑟𝑎𝑛𝑑
𝑡 − 𝑥𝑖

𝑡), 𝑖 = 2: 𝑁   
 

where, Ub and Lb denote the upper and lower bounds for the searching space, respectively for the 

desired controllable variables, xrand stands for the assigned randomly selected position within the 

searching space.  

Thirdly, the somersault-related process of foraging can be determined as follows  (Aly and Rezk, 

2021):  

𝑥𝑖
𝑡+1 =  𝑥𝑖

𝑡 + 𝑆. (𝑟2 . 𝑥𝑖𝑏𝑒𝑠𝑡
𝑡 − 𝑟3 . 𝑥𝑖

𝑡), 𝑖 = 1,2, … . . , 𝑁 (20) 

where, S denotes the somersault factor that is employed for the determination process of 

somersault ranges for the manta rays, whereas the variables r2 and r3 stand for randomly selected 

numbers.  

2.3. 2. The Design of LFC Methods Using MRFO Algorithm 

In this work, the MRFO algorithm is employed for the design process of the studied controllers. 

Figure 6 shows the complete optimization process of studied LFC methods. Whereas the entire 

MRFO algorithm is shown in Figure 7. The MRFO searches within the defined parameter limits 

for the optimum parameter combinations of the controller and hence optimizes the performance 

of overall power system frequency regulations. Firstly, the range of the search of each individual 

parameter is set and defined for the MRFO algorithm to search the optimum values within these 

ranges of each parameter. Secondly, the main driving objective function is adjusted and designed 

to control the criteria of the searching and convergence process of the MRFO algorithm. As the 

studied system consists of a single power area power grid system, the objective function includes 

the frequency deviation Δf of the studied area in its formulation. Therefore, a measure from the 

frequency deviation signal is feedback to the optimization process to define the best optimal 

solution within the maximum iteration number of the MRFO algorithm. Therefore, there is a 

single objective in the function for the driving process of the optimization algorithm during the 

simulation total time ts while the problem constraints are considered during the optimization 

process. The defined objective function in this work is based on the integral-squared error 

function (ISE) as the driving objective of the algorithm as follows:  

𝐼𝑆𝐸 =  integral squared error = ∫ (∆𝑓𝑎
2

𝑡𝑠

0

 ) 𝑑𝑡 (21) 

The representation diagram of the proposed design and parameter optimization processes based 

on using the MRFO algorithm is shown in Figure 5. The main constraints that are considered 

within the proposed design and parameters optimization processes are as follows:   

𝐾𝑃
𝑚𝑖𝑛 ≤   𝐾𝑃   ≤ 𝐾𝑃

𝑚𝑎𝑥 
𝐾𝐼

𝑚𝑖𝑛 ≤   𝐾𝐼   ≤ 𝐾𝐼
𝑚𝑎𝑥 

𝐾𝐷
𝑚𝑖𝑛 ≤   𝐾𝐷   ≤ 𝐾𝐷

𝑚𝑎𝑥 

(22) 

where the lower/upper bounds of each tunable control parameter are expressed through the use of 

min and max symbols, respectively, for the designed LFC methods. The employed bounds for the 

minimum parameter values in the proposed method are set for 𝐾𝑃
𝑚𝑖𝑛, 𝐾𝐼

𝑚𝑖𝑛, and 𝐾𝐷
𝑚𝑖𝑛 at zero 

value, and the maximum values are set for 𝐾𝑃
𝑚𝑎𝑥, 𝐾𝐼

𝑚𝑎𝑥, and 𝐾𝐷
𝑚𝑎𝑥 at values of 5 during the 

proposed optimization and parameter determination process. Figure 8 shows the schematic 

diagram representation of the optimization process. 
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The various obtained LFC method parameters for the studied system and controllers are 

summarized in Table II, based on the use of the MRFO algorithm for each studied case.  

Start

Read Power System Data

Is Objective Function 

Minimum?

Print Best Solutions and 

the Optimum LFC Gains

Stop

Yes

No

Create Models of Various Elements

Define Minimum and Maximum 

Bounds for Parameters

Define Various Parameters for

the Optimizer

Run LFC Simulations Analysis

Evaluate Objective Function and 
Update Best Solution Vector

Update Controller 

Parameters

 

Fig. 6. The main steps of the parameters’ optimization process.  
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Fig. 7. The inherent operation of MRFO algorithm for parameters optimization process.  
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Fig. 8. The schematic diagram representation of the optimization process.  

 

Table II. Obtained control parameters based on the MRFO algorithm 

Controller Parameter Value 

P IO-LFC 𝐾𝑃 0.62 

PI IO-LFC 
𝐾𝑃 4.312 

𝐾𝐼 1.628 

PID IO-LFC 

𝐾𝑃 4.862 

𝐾𝐼 1.985 

𝐾𝐷 0.531 

 

2. 4. Communication Delay Modelling 

The communication time delay, usually called latency, represents the amount of time taken by 

packets of data during their travel from one particular device to another over the network. Several 

factors, including the distance between devices, processing time, and network congestion cause 

the time delays. The main components in the definition of time delays include the following:  

1. Transmission time delay: It represents the time taken by packets of data during their 

transmission from one particular device to another device. It is defined by the required 

time for encoding and decoding data and the time taken for transmitting data over 

networks.  

2. Propagation time delay: It is defined by the time taken by signals to travel from a 

particular point in the network to another point. This is because light speed defines the 

limits of maximum speed for travelling data through communication networks. Therefore, 

signals will often need to take time for their propagation.  
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3. Queuing time delay: It represents the time data packets wait in queues before their 

transmissions. Queuing delays happen when more packets exist than the network can 

handle. Therefore, packets need to await their transmissions.  

4. Jitter time delay: It represents the time delay by jitters resulting from networks 

congestions or by differences between the processing speeds among the communication 

devices. Some variations in the time delays exist between packets in communication 

system.  

In this work, the communication delay is considered, and its effects on the LFC stability will be 

studied. Figure 9 shows the structure of the studied power system after adding the different 

communication channels. There is a channel in the sensed frequency signal to be sent for the load 

frequency controller through the communication channel. Another communication channel is 

considered for the output control signals to the various controllable generation units of the 

system.  

Δf1
2H s + D

Power system 

 PMG

PV power plant

Wind Power plant Kwind

Twind  s+1

KPV

TPV s +1

 PWT

 PL

 PPV
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1+s  FESST

 1

 1
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KDEG

1+s  DEGT

KFC

1+s  FCT

KAE

1+s  AET

Electrical Loads

Load Frequency 

Controller

Communication 

Channel

Communication 

Channels

 

Fig. 9. The system structure with adding the communication channels and their related delays.  

3. Results and Discussion 

The obtained results are organized into 12 different scenarios to cover all the expected 

differences of disturbances. The system parameters in Table. I and the control parameters in 

Table II are employed in the results and proposed study. The main considered generation, 

loading, and system parameters scenarios are summarized as follows: 

• Scenario No. 1: using 3 different types for controllers I, PI, and PID without 

delay at step load power (SLP). 

• Scenario No. 2: using 3 different types for controllers I, PI, and PID with 1 delay, 

1 delay (0.5 s) at SLP. 

• Scenario No. 3: using 3 different types for controllers I, PI, and PID with two 

delays, 1 delay and 2 delays, (0.5 s) at SLP. 
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• Scenario No. 4: using 3 different types for controllers I, PI, and PID with 

different delay values without delay, 1 delay (0.1 s), 1 delay (0.5 s), 1 delay (1 s) 

at SLP.  

• Scenario No. 5: using 3 different types for controllers I, PI, and PID without 

delay at PV variations. 

• Scenario No. 6: using 3 different types for controllers I, PI, and PID with one 

delay, 1 delay (0.5 s) at PV variations. 

• Scenario No. 7: using 3 different types for controllers I, PI, and PID with two 

delays, 1 delay and 2 delays, (0.5 s) at PV variations. 

• Scenario No. 8: Using PID controller with different delay values without delay, 1 

delay (0.1 s), 1 delay (0.5 s), 1 delay (1 s) at PV variations. 

 Scenario No. 9: Using 3 different types for controllers I, PI, and PID without 

delay at wind variations. 

• Scenario No. 10: Using 3 different types for controllers I, PI, and PID with one 

delay, 1 delay (0.5 s) at wind variations. 

• Scenario No. 11: Using 3 different types for controllers I, PI, and PID with two 

delays, 1 delay and 2 delays, (0.5 s) at wind variations. 

• Scenario No. 12: Using PID controller with different delay values without delay, 

1 delay (0.1 s), 1 delay (0.5 s), 1 delay (1 s) at wind variations. 

 

3. 1. Scenario No. 1: Using 3 different types for controllers I, PI, and PID without delay. 

                  In this scenario, the studied microgrid system stability is examined via the change of 

step load perturbation (SLP) of 1% without the effect of any communication delay. Figure 10 

shows the system frequency deviations utilizing different control techniques such as I, PI, and 

PID controllers. It can be monitored that the I controller suffers from the high-frequency 

deviations of +0.074 Hz and -0.12 Hz overshoot and undershoot, respectively, and cannot settle 

down to the normal value during the whole simulation time. While the PI controller has 

frequency variations less than the I controller, with around +0.04 Hz and -0.07 Hz, it can return 

the frequency to its normal value at 142 sec. The PID controller has the best effect as it can 

dampen the frequency oscillations to +0.022 Hz and -0.051 Hz and settle down at 81 sec. Table. 

III summarized the numerical data of this scenario for all control types without the effect of 

delay. 

 
Fig. 10. Obtained results in scenario No. 1.  
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3. 2. Scenario No. 2: Using 3 different types for controllers I, PI, and PID with 1 

delay (0.5 s) 

This scenario studies the influence of a one-time delay signal on the performance of the 

suggested control structures at the studied microgrid system at an SLP of 1% change. This delay 

is connected through the feedback signal from the frequency change output. Hence, this scenario 

represents a challenging case for the controllers. Figure 11 depicts the dynamic response of the 

microgrid system. It can be detected from this figure that the PID controller has a positive impact 

on the frequency deviations despite the effect of time delay. However, the PI controller has a 

deviation of +0.05 Hz and 0.83 Hz with a long settling time. Furthermore, the I controller has a 

negative effect due to the presence of the time delay signal as the deviations increased to around 

+0.94 Hz and -0.13 Hz without returning to the nominal value of system frequency. This scenario 

shows the clear impact of the first-order delay signal on the dynamic performance of the 

examined microgrid system. 

 

Fig. 11. Obtained results in scenario No. 2.  

3. 3. Scenario No. 3: Using 3 different types for controllers I, PI, and PID with delay, 

1 delay and 2 delays, (0.5 s) 

This scenario studies the effect of two-time delay signals on the system performance; one of them 

is taken from the frequency deviation feedback signal, and the other is taken from the area control 

error signal with the same SLP of the previous scenarios. Figure 12 shows the impact of the two-

time delay signals on the system frequency deviation utilizing the I, PI, and PID control methods. 

It can be noted that the influence of the double delay made the I controller suffer from more 

frequency oscillations in this case, with +0.099 Hz and -0.144 Hz, which are more than the 

previous two scenarios. Furthermore, the two-time delays have affected the PI type as it has many 

frequency fluctuations with an overshoot of 0.065 Hz, an undershoot of 0.09 Hz, and a very long 

settling time. On the other side, although the PID controller has higher oscillations than its 

performance in the previous two scenarios, it still has the best performance among the other 

controllers in the two scenarios of time delay signals, as summarized in Table. III for numerical 

data of this case. 
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Fig. 12. Obtained results in scenario No. 3.  

Table III. System results for scenarios 1, 2, and 3 of SLP  

Controller I  PI  PID  

Data Without 

delay 

1 

delay 

2 

delays 

Without 

delay 

1 

delay 

2 

delays 

Without 

delay 

1 

delay 

2 

delays 

Overshot (p.u.) 0.07 0.09 0.1 0.04 0.05 0.07 0.02 0.035 0.045 

Settling time 

(s) 

250 300 350 125 155 280 70 100 135 

Ripples start to 

stable (s) 

3 5 8 3 5 8 3 4 6 

3. 4. Scenario No. 4: Using 3 different types for controllers I, PI, and PID with 

different delay values 

               In this scenario, the change in time delay value and its impact on the interpretation of 

the three suggested controllers have been analyzed. Figure 13(a) shows the time delay effect on 

the I controller at values (0.1 s, 0.5 s, 1 s, and without delay). It can be seen that the increasing 

time delay causes an increase in overshot and undershoot values of frequency deviations and 

takes a very long time to settle down. The PI controller has a negative effect on the change values 

of communication time delay, especially at the delay of one, which makes the system frequency 

deviations go to infinity, as depicted in Figure 13(b). Furthermore, as shown in Figure 13(c), the 

PID controller is affected by different time delay values. However, it still has the best 

performance compared to the I and PI control methods. It is evident that the microgrid system 

frequency deviations are quickly brought back to their initial value after less time, which shows 

that the optimized PID controller guarantees the studied microgrid stability. 

 

https://aujes.journals.ekb.eg/
https://aujes.journals.ekb.eg/


Aswan University Journal of Environmental Studies (AUJES) 5 (3), pp. 262-294, (2024). 

Online ISSN: 2735-4237, Print: ISSN 2735-4229. https://aujes.journals.ekb.eg/ 

 

Page 283 Eid et al., 2024 

 

 
(a). I controller 

 
(b). PI controller 

 
(c). PID controller 

Fig. 13. Obtained results at scenario No. 4. 
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3. 5. Scenario No. 5: Using 3 different types for controllers I, PI, and PID without 

delay using PV generation 

Figure 14 shows the system frequency deviations without the effect of delay using the three 

controllers. I, PI, and PID controllers take into consideration the fluctuations of the RESs 

generation. The PV unit with 0.02 p.u is connected at a time of 20 s, as shown in Figure 14(a). 

From Figure 14(b), it can be observed from this figure that the PID controller has the best 

performance as it can diminish the frequency peak to lower values than the I and PI controllers 

with less settling time. 

 
(a). PV power 

 
(b). System response 

Fig. 14. Obtained results at scenario No. 5. 

3. 6. Scenario No. 6: Using 3 different types for controllers I, PI, and PID with 1 

delay (0.5 s) with PV fluctuations  

This case shows the effect of using one communication time delay with the fluctuated PV power 

on the performance of the three controllers. The time delay is 0.5 s with connecting PV unit at 20 

secs of simulation time. It can be noted that using a time delay made the frequency have more 
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deviations with a long settling time to its normal value. On the other side, the PID controller still 

has the best performance in damping the large PV oscillations despite the effect of delay signal as 

depicted in Figure 14 and Table. IV. 

 

Fig. 15. Obtained results at scenario No. 6. 

3. 7. Scenario No. 7: Using 3 different types for controllers I, PI, and PID with delay, 

1 delay and 2 delays, (0.5 s) with PV fluctuations 

This case examines the effect of two-time delay signals on the system performance; one of them 

is taken from the 'f feedback signal, and the other is taken from the ACE signal with the same PV 

oscillations of the previous scenarios 5 and 6. Figure 16 shows the effect of using two-time delay 

signals on the system frequency deviancy comparing I, PI, and PID controllers. It is obvious the 

influence of the double delay on the performance of the system and controllers. The I controller 

bears higher frequency oscillations via this scenario with +0.26 Hz and -0.199 Hz than scenarios 

5 and 6. Furthermore, the PI type has been disturbed by the two-time delays as it has lots of 

frequency fluctuations with an overshoot of 0.173 Hz and undershoot of 0.13 Hz with a long 

stability time. Even if the PID controller has higher frequency vacillations than the performance 

in the earlier two scenarios, it is still gaining the best one among the other methods in the two 

scenarios of one- and two-time delay signals, as summarized in Table. IV for numerical data of 

this case. 

 

https://aujes.journals.ekb.eg/
https://aujes.journals.ekb.eg/


Aswan University Journal of Environmental Studies (AUJES) 5 (3), pp. 262-294, (2024). 

Online ISSN: 2735-4237, Print: ISSN 2735-4229. https://aujes.journals.ekb.eg/ 

 

Page 286 Eid et al., 2024 

 

 

Fig. 16. Obtained results at scenario No. 7. 

3. 8. Scenario No. 8: Using PID controller without delay, delay (0.1 s), delay (0.5 s), 

and delay (1 s), at PV fluctuation case 

 In this scenario, the communication time delay value is changed between (0.1 s, 0.5 s, 1 s, and 

without delay) to check its impact on the system performance and the action of each suggested 

controller on the frequency regulation. Figure 17 compares I, PI, and PID controllers with 

different values of the time delay signal. It can be seen that the increasing of time delay produces 

more disturbance in frequency in terms of overshoot, undershoot, and settling time values. 

Whereas I controller has an increase in frequency perversions and picks a very long time to settle 

down. While the PI controller comes second after the I type as it can damp the oscillations better 

and faster than the I controller. As shown in the figure, the PID controller is already affected by 

increasing the time delay. However, it can demoralize the frequency deviations quickly and with 

lower over/undershoots than the other methods. 

 

Fig. 17. Obtained results at scenario No. 8. 
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3. 9. Scenario No. 9: Using 3 different types for controllers I, PI, and PID without 

delay using wind generation 

This case considers a severe situation of high wind speed fluctuations to validate the performance 

of the utilized controllers I, PI, and PID controllers with all cases of suggested communication 

time delay values. Therefore, the wind generator is connected to the system at the time of 50 s 

without utilizing the communication delay. Figure 18(a) shows the wind generation profile for 

this case. It is clear from Figure 18(b) that at the instant of inserting the wind power at 50 sec, the 

frequency deviates to high overshoot and undershoot values. The I controller has frequency 

overshoot for more than +0.23 Hz, PI with +0.16 Hz, and PID with +0.1 Hz beside undershoots 

of -0.18 Hz, -0.09 Hz, and -0.03 Hz, respectively. 

 

(a). Wind power 

 

(b). System response 

Fig. 18. Obtained results at scenario No. 9. 
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Table IV. System results for scenarios 5, 6, and 7 of PV fluctuations 

Controller I  PI  PID  

Data Without 

delay 

1 

delay 

2 

delays 

Without 

delay 

1 

delay 

2 

delays 

Without 

delay 

1 

delay 

2 

delays 

Overshot 

(p.u.) 

0.24 0.27 0.285 0.15 0.17 0.182 0.12 0.125 0.132 

Settling time 

(s) 

310 345 370 145 175 255 130 165 195 

Ripples start 

to stable (s) 

3 5 8 3 5 8 3 4 6 

 

3. 10. Scenario No. 10: Using 3 different types for controllers I, PI, and PID with 

delay of (0.5 s), using wind generation 

This scenario discusses the utilizing of communication time delay of (Tdd1 = 0.5 s) while applying 

the wind power at 50 s. The system frequency divergence increases to high values due to the 

using of time delay as depicted in Figure 19. This figure shows a performance comparison of I, 

PI, and PID control methods. It can be observed that the PID controller has significantly reduced 

the maximum overshoot, undershoot, and settling time of the system frequency. While the I and 

PID controllers have high frequency deviations with long settling times. 

 

Fig. 19. Obtained results at scenario No. 10. 

 

3. 11. Scenario No. 11: Using 3 different types for controllers I, PI, and PID with two 

delay times of (0.5 s), using wind generation 

In this scenario, two delay time signals were applied to the high-fluctuated wind generation to 

validate the performance of all suggested controllers. Figure 20 shows the system frequency in 

this case. It can be noted that the system frequency changes return to normal with the least 
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oscillation and in the shortest settling time when utilizing the PID technique, while with other 

controllers, the frequency has more fluctuations and returns to normal later. 

 

Fig. 20. Obtained results at scenario No. 11. 

Table V. System results for scenarios 9, 10, and 11 of PV fluctuations 

Controller I  PI  PID  

Data Without 

delay 

1 

delay 

2 

delays 

Without 

delay 

1 

delay 

2 

delays 

Without 

delay 

1 

delay 

2 

delays 

Overshot 

(p.u.) 

0.25 0.275 0.283 0.143 0.162 0.179 0.115 0.131 0.136 

Settling time 

(s) 

FU FU FU 240 270 298 215 235 255 

Ripples start 

to stable (s) 

3 5 8 3 5 8 3 4 6 

3. 12. Scenario No. 12: Using PID controller without delay, delay (0.1 s), delay (0.5 s), 

and delay (1 s), at wind fluctuation case 

This scenario examines the performance of the PID controller as it represents the best controller 

in the previous scenarios. Therefore, it tested under the impact of high wind speed fluctuations 

and the increasing time delay signal until one. Figure 21 shows that the increasing time delay 

increases the overshot and undershoot of the frequency deviations as well as the settling time. 

However, the PID controller returned the deviation of the system frequency to its normal values 

with less time and overshoot and undershoot values with fewer differences. The performance of 

the suggested controllers with and without the time delay limits is analyzed via this study, which 

indicates the deterioration of the system's dynamic performance. Therefore, communication 

delays must be included in a realistic study of power microgrid systems. 
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Fig. 21. Obtained results at scenario No. 12. 

 

4. Conclusion 

In this paper, the manta ray foraging optimizer algorithm (MRFO) is proposed for designing 

optimized load frequency controllers (LFC) in high renewable energy sources (RES) penetration 

levels power grids. Three widely presented LFC methods, namely the integral (I), proportional-

integral (PI), and proportional-integral-derivative (PID) LFC methods, have been designed, 

evaluated, and compared in different possible operation scenarios. The effects of different 

communication channel delays are studied at different delay values, locations, and possibilities 

for the three studied LFC methods. The results showed that the consideration of communication 

delays determines, to a wide extent, the system stability and design sensitivity. In addition, the 

continuous variations in RES power are considered in this paper in addition to the existing energy 

storage systems employed for regulating the power system frequency. Different possible load 

power, generation power, values, and locations of communication delays are considered and 

compared in the paper. The overshot, rising time and time to stabilization are measured for all the 

studied scenarios.  For instance, the PID controller has an overshot of 0.23 without considering a 

single communication delay and 0.132 with its consideration of fluctuated PV power. Whereas 

the I and PI controllers have higher overshot values of 0.24 and 0.15, respectively without 

communication delays in the same scenario. Considering communication delays showed higher 

overshot and rising time compared to ignoring its effects. Future results include extending the 

study for fractional order controllers and other advanced control methods. In addition, developing 

new hybrid control methods can be studied in future research with improved and detailed 

communication delay models.  
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