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The relative intensity is one of the parameters of the spectral lines that indicate the emission strength of 

such lines. The spectral lines relative intensity database for most elements has been recorded a long time 

ago through spectroscopic data obtained by arc, spark, and vacuum tube. The problem is that relative 

line intensity is source dependent and the current database cannot be used for Laser-Induced 

Breakdown Spectroscopy (LIBS). Since LIBS is dealing with transient plasma, then several parameters 

should be studied in order to find suitable conditions and a suitable way to record this database. 

In this work, the author is trying to find a way to construct a database for relative lines intensities that 

can be used properly in LIBS analysis. The LIBS spectral lines have been recorded for different delay 

times for different copper alloy samples. Then, some chosen copper’ spectral lines were compared.  An 

empirical formula has been proposed to calculate the spectral line intensity for each delay time. It was 

found that for delay times between 1000 and 2000 ns, the spectral lines were related together in a way 

that the copper concentration doesn’t affect the spectral line relative intensity, but it only affects the 

value of the spectral line intensity. 
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Introduction 

The simplicity, rapidness and the no necessity for 

sample preparation in LIBS, as a well-known 

spectrochemical analytical technique [1,2], made it 

practical and attractive technique in many 

applications [3-6]. The data analysis for LIBS is 

simple and fast as long as it is used in the 

qualitative and semi-quantitative analysis but 

becomes harder and slower when the quantitative 

analysis is aimed. This is due to the precautions to 

be taken and the methods of analysis that are used 

[7]. 

For quantitative LIBS analysis, there are two main 

known methods. In the first method, which 

depends on data calibration, a set of standard 

samples having a matrix similar to that to be 

analyzed, are prepared and their spectral lines are 

used to construct calibration curves for each 

contained element. Thereafter, the unknown 

sample spectral lines intensity is measured and the 

concentration of each element is calculated from 

its pre-prepared calibration curve. In order to 

minimize some experimental fluctuations as well 

as the matrix effects, which could affect the 

calibration graph linearity, emission line intensity 

should be normalized to another line of an element 

of normal concentration. This element can be the 

most abundant element in the sample or carbon in 

the atmosphere. In some works, the LIBS spectrum 

is normalized to the spectral background signal [8].  

Recently, some other methods for data calibration 

that are based on multivariate calibration 
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techniques, like Partial Least Squares regression 

(PLS), Principal Components Analysis (PCA) and 

Artificial Neural Networks (ANN), are used for 

LIBS quantitative analysis [9-15]. These methods 

can give some important information that cannot 

be obtained from the ordinary calibration curve. 

The second method is the Calibration Free (CF) 

method, proposed by Ciucci el al. [16].  This 

method is based on the LTE assumption and on 

calculating the exact excitation temperature from 

the Boltzmann plot line slope and the total number 

density of the given species (N0) from the 

intercept. Then N0 is proportional to the species 

weight percentage in the sample [7, 16].  

For the quantitative LIBS analysis to be carried out 

by the CF method, some assumptions should be 

fulfilled. These include stoichiometric ablation, 

LTE condition, plasma homogeneity, and optical 

thin plasma. CF LIBS is the best method for LIBS 

analysis in case of lack of calibration curves 

although the accuracy of CF is critically dependent 

on the conditions mentioned. [17].  

It is believed that if a database is available for the 

relative intensity of the LIBS spectrum for each 

element and to study the effect of the surrounding 

parameters (experimental and plasma parameters), 

this will facilitate constructing standard calibration 

curves for each element, and hence it will lead to 

finding a new simple way for quantitative LIBS 

analysis. 

The aim of the present work is to find the relative 

intensity of some Cu lines relative to each other 

that can be considered as an indicator for the LIBS 

users. 

 

Experimental Setup: 

The laser-induced plasma was produced by 

focusing the fundamental wavelength (1064 nm) of 

the Nd: YAG laser (72 mJ, 6 ns) onto the surface 

of certified copper samples (S160, S162 and S164) 

[Table 1] in air at atmospheric pressure via a 

quartz planoconvex lens of 10 cm focal length. The 

fluence was 35.4×10
6
 J/m

2
 in the focus of the laser 

light. The plasma emission was collected using a 

quartz optical fiber of a 600-µm core diameter.  

The optical fiber was aligned with the center of the 

plasma plume to keep the emission-signal 

collection perpendicular to the plasma plume 

symmetry axes. The fiber–plasma plume distance 

was adjusted to ensure that the acceptance solid 

angle of the fiber covers most of the plume 

emission to avoid any inhomogeneity in the laser-

induced plasma (LIP). The output of the optical 

fiber was connected to an  echelle spectrometer 

(Michelle 7500, Multichannel, Sweden) coupled to 

an intensified charge coupled device (ICCD) 

camera (DiCamPro-Computer Optics, Germany) , 

allowing simultaneous spectral analysis in the 

range of 200–900 nm with a constant spectral 

resolution  = 7500. A gate width of 2500 ns 

was chosen for maximizing spectral line intensity 

while maintaining a good temporal resolution. The 

plasma emission spectrum was recorded at several 

delay times (from 0 to 10000 ns) at atmospheric 

pressure. Temporally resolved optical emission 

spectroscopy is used to investigate the evolution of 

the spectral line intensity as a function of delay. 

The gate width and delay time for the 

spectroscopic data acquisition were controlled by 

proper computer software.  

To optimize the signal-to-noise ratio and spectral 

reproducibility, the acquisition of the spectra was 

carried out by averaging 5 single accumulated 

spectra preceded by two single shots for cleaning 

the sample surface. To avoid any inhomogeneity in 

the sample, the average spectra at 5 different 

positions on the sample are taken in each 

measurement. The analysis of the emission spectra 

was accomplished using LIBS ++ software [18].  

The obtained spectra were fitted versus the camera 

sensitivity curve described in the camera manual in 

order to determine the real intensity of the spectral 

lines. 

The pulse laser energy was measured by a 

Scientech Joul-meter (model AC5001, USA) and 

monitored using a fast photodiode and an 

oscilloscope. The experimental setup is described 

in detail elsewhere [19].  

 

Results and Discussion 

In order to perform this study, several steps have 

been carried out. At the beginning the effect of the 

used detector response throughout the measured 

spectral range should be considered in order to be 

able to get the real intensities of the spectral lines. 

In order to do this, the response curve of the ICCD 

that was given in its data sheet, was drawn, 

interpolated to the same number of points as in the 

LIBS spectra then compensate the camera effect in 

the spectra by dividing the LIBS spectra on the 

response curve Fig. (1). 
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Table (1): The composition of the cupper alloys used in the study 

 

Sample Cu (%) Zn (%) Pb (%) Sn (%) 

S160 85.0 2.0 6.5 6.5 

S162 93.0 - 2.0 5.0 

S164 88.0 8.0 2.0 2.0 

 

 
Fig. (1): Response curve of the ICCD 

 

 
Fig. (2): Sample spectrum a)    before and b)   after fitting with the camera response curve 
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Figure (3) shows the behavior of the intensities of 

some chosen Cu spectral lines at different delay 

times in the three measured Cu alloys. As it can be 

seen, as the delay time increases the spectral line 

intensity decreases for all lines. This was the first 

landmark showing that there must be a correlation 

between the spectral lines intensities that may lead 

us to find a phenomenological formula for the 

relative intensities for the LIBS spectral lines.  

Trying to find the correlation between the spectral 

lines, the relation between the spectral line 

intensity for each line and the delay time was 

plotted. Figure (4) shows the relation between the 

spectral line intensity and delay time.  

On following the Intensity, I of the spectral lines 

versus the delay time t, it was found that it 

decreases with time exponentially and all the lines 

follow the same exponential decay equation:  

 

 

 

I = yo + a e 
(-t/b)

                                                    (1) 

 

where yo, a and b are constants that differs from 

one line to another. These constants were recorded 

for each spectral line. Table (3) shows the 

constants values for the chosen spectral lines. 

In order to examine whether all the samples follow 

a relative intensity or not, sample (S160) was 

chosen as a reference sample since it has the least 

Cu concentration.  For each line in the reference 

sample, the fitting line will be assumed to be the 

relative intensity for this line, then for the other 

samples the behavior of each line will be compared 

to the behavior of its assumed relative intensity. 

This comparison will be performed by dividing the 

obtained line intensity by its assumed relative 

intensity in the reference sample. If the ratios 

between the spectral lines revealed a constant 

value for all samples, then they have a relative 

intensity that can be tabulated.  

 

 
Table (2): The copper lines used in the present study with their spectroscopic parameters 

 

Wavelength specie Ek  (cm-1) Aki (s
-1) gk gi 

3035.994 Cu 46172.84 0.02428 4 4 

3063.424 Cu 45879.31 0.0155 4 4 

3194.102 Cu 44544.15 0.01549 4 4 

3524.292 Cu 72093.08 0.3286 8 6 

3598.983 Cu 71290.54 1.293 10 8 

3601.786 Cu 71268.21 1.613 8 8 

4275.251 Cu 62403.32 0.3176 8 6 

4509.659 Cu 64472.3 0.2955 2 4 

4651.306 Cu 62403.32 0.4194 8 10 

4704.878 Cu 62403.32 0.06219 8 8 

5105.655 Cu 30783.69 0.01949 4 6 

5153.033 Cu 49935.2 1.034 4 2 

5218.086 Cu 49942.06 1.221 6 4 

5292.888 Cu 62403.32 0.109 8 8 

5700.313 Cu 30783.69 0.002501 4 4 

5782.234 Cu 30535.3 0.019 2 4 
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Figure (3): The behavior of the intensities of some chosen Cu spectral lines at different delays in the three cu alloys 

 

Figure (4): Time evolution of two copper spectral lines 
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Table (3): The exponential line fitting constants of the chosen spectral lines for the sample S160 

 

wavelength yo a b 

3036.04 44.31643 604.4508 1344.307 

3063.449 30.81434 312.3791 1326.177 

3194.029 29.36507 340.7927 1299.038 

3524.228 13.53273 255.7916 1573.401 

3598.956 14.9412 342.7083 2033.293 

3601.8 5.47191 351.9949 2106.16 

4275.386 36.40406 1230.755 2553.121 

4509.396 0 701.1881 1635.228 

4651.353 166.1726 1475.539 2639.983 

4704.619 0 570.5869 1399.994 

5105.668 650.6591 1933.663 2355.553 

5152.987 564.5308 1227.424 3220.473 

5217.889 650.5131 1278.876 3426.179 

5292.617 64.53364 599.9254 2350.171 

5700.13 44.64991 284.3798 1156.839 

5781.839 215.9091 661.5591 2394.831 

 

Figure (5) shows a relation between the spectral 

line intensity divided by its relative intensity 

versus the wave length for different delay times. It 

can be noticed that there is no constant ratio for all 

lines, but there are some other observations that 

can be seen. First of all, the plot shows a linear 

relationship between the intensity ratio and the 

wavelength. This indicates that there is some type 

of correlation between the line intensity ratios. 

Also, the absolute value of the slope of the fitting 

line tends to zero with increasing the delay time to 

5000 ns, then it deviates again from zero slop for 

higher delay time. Secondly, Figure 5 also shows 

that for the delay times lower than 1000 ns, the 

points are highly scattered from the fitting line of 

the linear fit and the same occurred again in the 

delay times higher than 2000 ns. While for the 

delay time 1000 ns and 2000 ns the scattering from 

the linear fitting line is much smaller. This 

indicates that, in this delay range, the correlation 

between the lines is much stronger and has a 

constant behavior since the slope is of a small 

value. Thirdly, Figure 5 shows that as the 

concentration of copper in the sample increases the 

average intensity of the copper lines decreases.  

In order to justify these phenomena taking place in 

the delay range between 1000 ns and 2000 ns, the 

LTE conditions throughout the chosen delay range 

were examined using McWhirter criterion stating 

that [20 - 22]: 

 

Ne(cm
-3

) ≥ 1.6 x 10
12

 ∆E . Te 
1/2

                         (2) 

 

Where: Ne is the electron density, Te is the 

electron temperature and ∆E (eV) is the largest 

energy transition for which the condition holds. 

Figure (6) shows the relation between the electron 

density Ne and the calculated value of the 

McWhirter equation.  As can be seen, the value of 

the McWhirter equation is less than that of the Ne 

for delay time larger than 3000 ns which indicates 

that the criterion is fulfilled. As the delay time 

increases it was found that the value of Ne 

decreases to values less than that of the McWhirter 

equation, which indicates that the LTE conditions 

are not fulfilled.  

It is well known that at the early delay time, the 

LTE conditions are not fulfilled due to the fact that 

the expansion time of the plasma is much shorter 

than the ionization time [23]. So, from the previous 

data, it could be concluded that the LTE conditions 

are fulfilled in the delay range between 1000 ns 



Arab J. Nucl. Sci. & Applic. Vol. 52, No. 4 (2019) 

A. H. GALMED  
 

   106 

 

and 2000 ns. This was also confirmed in the work 

of Galmed and Harith [20]. That is why the range 

of confidence in this delay time range was the 

smallest and the data points scattering was low. 

This indicates that in order to find a correlation 

between the lines to construct a database for the 

LIBS spectral lines relative intensities, the LTE 

conditions should be fulfilled. 

On the other hand, it was observed that the range 

of confidence may be used as an indication for the 

fulfillment of the LTE conditions. 

Figure (5) reveals the inverse proportionality 

between the concentration of the copper in the 

sample and the average intensity of the spectral 

lines. This was also observed in the work of El 

Hassan et al. [24] and Borisov et al. [25]. This 

behavior may be related to the change in the 

physical characteristics of the samples occurring 

when the Cu concentration in the standards is 

varied, and it is one of the most convincing 

examples of the occurrence of matrix effects in this 

kind of samples [24,25]. Also, the change in the 

sample hardness will cause a change in the plasma 

excitation temperature (Te). [26, 27, 28] 
 

Conclusion 

From the present study, it can be concluded that 

there is some type of correlation between the LIBS 

spectral lines, which indicates that there is a 

possibility for constructing a database for the 

spectral lines relative intensity. This was proved by 

plotting the relation between the spectral lines 

intensity ratio of two alloys of different Cu 

concentration versus the wavelength for different 

delay times, considering that one of them to be an 

assumed relative intensity.  

Also, it has been demonstrated that at the delay 

time between 1000 ns and 2000 ns, where the LTE 

conditions are fulfilled, the scattering from the 

linear fitting was small and the range of confidence 

was narrower than in the other delay times which 

indicate that the relation is much stronger. This 

also indicates that LTE is a very essential 

condition for building up the data base for the 

LIBS spectral lines relative intensity.  

It could be observed that the spectral lines intensity 

ratio between two samples can be considered an 

evidence for the fulfillment of the LTE conditions 

through the degree of scattering of the line ratio 

value. 

There is a strong relation between the intensity 

ratio and the concentration ratio, where it was 

found that in case of Cu alloys, the intensity ratio 

decreases as the Cu concentration in the alloy 

increases., which agreed with the observations by 

El Hassan et al. [24] and Borisov et al [25]. This 

implies that further future work should be done for 

more investigations.  

 

Future Work 

More studies should be conducted to get a database 

for spectral lines relative intensity for LIBS. 
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Figure 5 : The relation between the spectral line intensity divided by its relative intensity versus  the wave length for 

different delay times. 
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Figure (6): The relation between the electron density Ne and the calculated value of the McWhirter equation for the sample 

S164 
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