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A b s t r a c t  

     Marshall and Olkin (1997) proposed a new method to establish more flexible 

new families of distributions by adding a parameter to a distribution. In this paper, 

Marshall-Olkin extended Topp-Leone (MOETL) distribution is introduced. Some 

statistical properties of the MOETL are studied. The performance of the maximum 

likelihood estimates is investigated by means of a Marckov chain Monte Carlo 

(MCMC) simulation study. Model parameters are obtained using maximum 

likelihood method of estimation. Life time data analysis is performed to 

demonstrate the models applicability and flexibility. Akaike and Bayesian 

information criteria (AIC, BIC) illustrate the extended distribution provides better 

fit compared to the original distribution.   

 
Keywords :Marshall Olkin Extended, Topp–Leone Distribution, Maximum Likelihood 

Estimates. MCMC . 

. 1. Introduction 

         Lifetime data plays an important role in a wide range of applications such as 

medicine, engineering, biological science, management, and public health. 

Statistical distributions are used to model the life of an item in order to study its 

important properties. Proper distribution may provide useful information that result 

in sound conclusions and decisions. When there is a need for more flexible 

distributions, many researchers are about to use the new one with more 

generalization. An excellent review of Lee et al. (2013) has provided thorough 

knowledge of several methods for generating families of continuous univariate 

distributions. According to their work, there are some general methods introduced 

prior to 1980, which were developed by the strategies based on differential 

equation, transformation and quantile function. In addition, they also put emphasis 

on the movement of those methods proposed since 1980s, which changed the 

momentum by adding extra parameters or combining existing distributions. 
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           Topp-Leone(TL) distribution is a continuous unimodal distribution with 

bounded support. It is a two parametric family continuous distribution proposed by 

TL (1955). Such a distribution is useful for modelling lifetime phenomena, different 

aspect of this class of distributions have been studied 

e.g. by Nadarajah and Kotz (2003). We say that a random variable X with range of 

values (0, λ) has a TL distribution, and write X ∼ TL(α, λ), if the cumulative 

distribution function cdf is  

                             ( )  (
 

 
)
 
(  

 

 
)         0 < x < λ, θ, λ > 0,                                (1) 

 

and the density function pdf is 

                     

                      ( )  
  

 
(
 

 
)
   

(  
 

 
)        0 < x < λ, θ, λ>0                           (2) 

 

      Where α and λ are the scale and shape parameters respectively. 

The TL distribution is known as the J-shaped distribution. This is due to the fact that 

f(x) > 0,  ́(x) < 0, and  ́́ (x) > 0 for all 0 < x < λ, where  ́and  ́́ are the first and 

second derivatives of  f  respectively. 

 

      The univariate continuous TL distribution with bounded support was originally 

proposed by  

TL (1955) and applied it as a model for some failure data. The probability density 

function pdf and cumulative distribution function cdf when λ=0 are respectively 

given, for 0 < x < 1 and    > 0, by 

 
                          ( )   (    )(     )        ,   0 < x < 1, θ >0                                         (3) 

And 

 
                                      ( )  (     )      ,          0 < x < 1, θ >0                                          (4) 

 

 

         In recent years, the Topp-Leone distribution has received a huge attention in 

the literature. For instance, Nadarajah and Kotz (2003) derived the structural 

properties of this distribution including explicit expressions for the moments, hazard 

rate function and characteristic function. Kotz and Van Dorp (2004) proposed a 

generalized version of the Topp-Leone distribution for modeling some financial 

data and studied its properties. Ghitany et al. (2005) discussed some reliability 

measures of the Topp-Leone distribution and their stochastic orderings. Kotz and 

Nadarajah (2006) gave a bivariate generalization of this distribution. Ghitany (2007) 

derived the asymptotic distribution of order statistics of this model. Vicari et al. 

(2008) introduced a two-sided generalized version of the distribution and discussed 
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some of its properties. The moments of order statistics from this distribution were 

discussed by Gen¸c (2012) and MirMostafaee (2014). Gen.c (2013) considered the 

estimation of the stress-strength parameter for this distribution. Admissible minimax 

estimates for the shape of this distribution were derived by Bayoud (2016). 

Bayesian and non-Bayesian estimation of Topp-Leone distribution based lower 

record values were obtained by Mir Mostafaee et al. (2016). 

 

      This paper will be organized as follows. In section 2, Marshall-Olkin extended 

top-leone distribution is introduced, some properties are studied theory and along 

with a graphical description.in section 3.in section 4, the maximum likelihood 

method is described. Simulation study and application to real data set performed in 

section 5 and 6.finally, concluding remarks are given in section 7  

 

2. Marshall-Olkin Extended Topp-Leone (MOETL) Distribution:  

 

        Marshall and Olkin( 1997) introduced a new family of distributions in an 

attempt to add a parameter to a family of distributions. Then, the Marshall-Olkin 

extended distribution has survival function 

   ̅( )     ( ).Let   ̅( )   (   ) is the survival function of a random 

variable X and α    be a parameter. Then 

 

                 ̅  
   ̅( )

  (   )  ̅( )
 ,                                           (5)   

 

is a proper survival function.   ̅(   ) is called Marshall-Olkin family of 

distributions. 

 

    

The probability density function p.d.f .corresponding to (5) is given by 

 

                     (   )  
  ( )

   (   )  ̅( )  
   ,                                             (6) 

 
where  ( ) is the p.d.f. corresponding to F(x). The hazard (failure) rate function is 

given by 

                      (   )  
 ( )

  (   )  ̅( )
,where     ( )  

 ( )

  ̅( )
.                                  (7) 

 
Similar models were considered, for example by Alice and Jose in (2003), (2005). 

 

     Now Let X follows TL ( , 0) distribution, where   > 0. Then   ̅( ) =  
(     ) . Substituting in (5) we get a new distribution denoted by MOETL (  , 

α) with survival function 
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               ̅(     )  
    (    )

 
 

  (   ) (   )(     ) 
  ,                                           (8) 

 

  The corresponding pdf and cdf are obtained respectively as 

                      (     )  
   (    )(     )

   
 

   (   )(  (     ) )  
 ,                                         (9) 

 

 

And cdf is 

 

          (     )  
(    )

 

  (   ) (   )(     ) 
 ,                           (10) 

 

        The graphs of pdf. and distribution function cdf are drawn in Figures 1 and 3. 

The shape of the pdf  (     ) Figure 1 depends on parameter   . Namely, if     

(0, ), then the pdf is decreasing function on (0,  ) with g(0,    ) =  and g(θ,    )  

=   (    )(     )      (   )(     ) )  ⁄   Otherwise, if   > 1, then 

the p.d.f. is an decreasing function on (0,   ) with g(0,    ) =  and g(θ,    )  

=   (    )(     )      (   )(     ) )  ⁄                 

    
                              Figure 1: Graph of g(x) for   = 4, 0.5, 0.01 and 5 for various values of  . 

 

 

The hazard rate function of a random variable X with MOETL (   ) distribution is 

 

                  (     )  
 (    )(     )   

[  (     ) ]   (   )(  (     )  
                                         (11) 
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For   ≤0.7 the hazard rate is initially constant and there exists an interval where it 

changes. 

For   > 0.7 the hazard function is increasing. The graph of hazard rate function is 

drawn in Figure 2 

 

 

                                                            
                                                  Figure 2: Graph of h(x) for   = 9 and 5 for various values of      

        

                                  
                                Figure 3: Graph of G(x) for   = 4,9 and for various values of   

  

3. Some properties of the Marshall-Olkin Extended Top-Leone distribution: 

     In this section, some fundamental properties of MOETL distribution including 

mean, moments, variance, quantile and mode are presented  

 

3.1. Moments 

     We consider a random variable X with MOETL (α, θ). The r-th non central 

moments of the MOETL distribution and variance are given, respectively, by 
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                      ̀  ∫    
 

 

  (    )(     )
   

  (   )(     ) 
 dx                                  (12) 

 

Then 

 

                             ̀  ∫   
 

 

  (    )(     )
   

  (   )(     ) 
dx                       (13) 

        (13) 

 

And                

                         ̀  ∫    
 

 

  (    )(     )
   

  (   )(     ) 
                                       (14) 

 

 

Hence 

          Var(x) ∫    
 

 

  (    )(     )
   

  (   )(     ) 
   – (∫   

 

 

  (    )(     )
   

  (   )(     ) 
   )                    (15) 

 

 

        The value of the function in (12),(13) can be obtained by a numerical 

calculation 

 

 

 

 

 

  

    

                     

 

 

   

 

 

 
                 Figure 4 some values of the moments for various values of   and θ 

 

3.2 The quantile    of order q for (α,θ) from MOETL is given by 

      If the quantile of X, say    follows easily by inverting    ̅( )      where 

 ( ) =   ,      ,and   as (10) then.  

moments 

 

   parameters 

    
 

   

 

 

   

 

   

 

   α= 2    

               θ=4  

 

0.773 

 

0.623 

 

 

0.516 

 

0.436 

            α= 0.3  

             θ=5 

 

0.352 

 

0.194 

 

0.124 

 

0.086 

             α= 3    

             θ=0.5 

 

0.463 

 

0.254 

 

0.157 

 

0.106 

               α= 0.7 

               θ=0.9 

 

0.256 

 

0.118 

 

0.63 

 

0.044 
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    =    ( ) =   √  (
  

   (   )⁄ )
 

 ⁄   ,  (   ).                                               (16) 

 

Where    ( ) is inverse of cdf of MOETL distribution 

 

      Quantiles of interest can be obtained from (10) by substituting appropriate 

values for q. In particular, the median of MOETL distribution can be obtained by 

substituting q=0.5 in (15) which given 

                ( )   (   )    √  (    
     (   )⁄ )

 
 ⁄                        (17) 

 

 

3.3 The mode of the MOETL distribution can be found by solving   log ( ,,θ)/     

= 0  

  Log ( ,,θ)/    = 

              (   )  [((   ) (     )    (  (   )(     ) )
 

⁄ )  

          ( (   )(   ) (     )     (     )   (  (   )(     ) )
 

⁄ )]=0               (18)     

    

        For this selected parameters values  =6    0.8 the mode is 0.55 as shown 
in Figure 5 which indicates that the PDF is unimodal for the selected parameter 
values. 
 

                        
0 0.5 1

0

2

4

m x( )

x   
                                                 Figure 5: Graph of m(x) for   = 6 and  =0.8 

 

4. Maximum Likelihood Estimation of MOETL Distribution 

 

        We consider the estimation of the unknown parameters of the MOETL 

distribution by the method of maximum likelihood. Let X= (            ) be a 

random sample of size n from MOETL (α, θ) in (9). Let β= (   )  the vector of 

model parameters. Then the (ML) log-likelihood function   (β) can be written as 
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 ( ) =    ( )        ∑    (     )
 
    (   )∑    (     

 )   ∑    [  (   
   

 
   

 )(     ) ]                                                                                                                                             (19) 
 

Equation (19) can be maximized with respect to α and θ. 

 

That is, solve the following two non- linear equation using iterative procedure. 

 

  

  ̂
 = 

 

 ̂
  ∑

   (     )
 ̂
 

  ̂ (   ̂)(     ) ̂ 

 
   =0                  (00) 

 
  

  ̂
= 

 

 ̂
 ∑    (      

 )   ∑
 (   ̂)(     

 )
 
    (     ) 

  ̂ (   ̂)(     ) ̂ 

 
   

 
                 (21) 

      It is clear that, the system of nonlinear equation (20-21) does not have an 

analytic solution in α and θ, therefore a numerical method is needed to obtain the 

solution.  

     The approximate confidence interval of the parameter  (   )   can be obtained 

based on asymptotic distribution of the ML estimates of β. Then the 100(1- /2) % 

approximate confidence of the parameters  (   )   are      

 ̂      
 ⁄
√   ( ̂  )                                                     (00) 

And    

 ̂      
 ⁄
√   ( ̂  )                                                     (03) 

5. Simulation study  

     In this section, some simulation results are provided to observe the behavior of 

the MLEs in terms of the sample size n. The importance of the MOETL distribution 

using real data is also illustrated. 

    Simulation study has been performed to investigate the performance of the ML 

estimates. This simulation was conducted for different sample sizes and different 

parameter values to study the effect of the new parameter α in two cases, the case of 

α < 1 and the case of α > 1. 

   The biases and mean squared errors of the MLE, and relative bias of MLE 

estimators of tow parameter have been investigated in a small simulation 

experiment. This experiment was conducted using the MATHCAD software .The 
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ML estimator was obtained by solving equation (20) and (21) using the 

MATHCAD. The Monte Carlo simulation involved 10000 replications, and the  

 

MOETL random were generated by the distribution function. That is, x =  

√  (
  

   (   )
)

 

 
, where u is drawn from a U(0,1) distribution (Nadarajah and 

Kotz, 2003, p.317).  

Table 1 reports the ML estimates of the unknown parameters along with the  R 

bias,the mean square error (MSE), and Confidence of Interval(CI) of the parameter.  

  Table 1: simulation results mean, Rbias, MSE, and CI 

α             θ Sample size parameter Mean R bias MSE CI 

Lower          upper 

0.35         1.6 

 

 

 

 

0.4             2 

 

 

 

 

 

20 

50 

100 

20 

50 

100 

 

α 

θ 

α 

θ 

α 

θ 

α 

θ 

α 

θ 

α 

θ 

0.327 

3.385 

0.313 

3.137 

0.306 

3.073 

0.327 

4.513 

0.313 

4.182 

0.305 

4.097 

0.09 

0.128 

0.045 

0.046 

0.019 

0.024 

0.09 

0.128 

0.043 

0.046 

0.018 

0.024 

0.078 

1.303 

0.025 

0.412 

0.011 

0.195 

0.78 

2.31 

0.025 

0.732 

0.011 

0.342 

 

0.0001                0.871 

1.281                 5.488 

0.0007               0.669 

1.908                   4366 

0.11                    0.511 

2.22                    3.95 

0.0001 0.871 

1.709  7.313 

0.0001                0.619 

1.544                  5.821 

0.102                  0.509 

1.967                   5.228 
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0.2            0.23 

 

 

 

0.5              0.4 

 

0.01        1.31 

 

 

0.2           0.23 

20 

50 

100 

20 

50 

100 

20 

50 

100 

20 

50 

100 

α 

θ 

α 

θ 

α 

θ 

α 

θ 

α 

θ 

α 

θ 

α 

θ 

α 

θ 

α 

θ 

α 

θ 

α 

θ 

α 

θ 

2.218 

0.678 

3.154 

2.346 

3.073 

2.177 

2.385 

0.674 

2.099 

0.566 

1.105 

0.163 

3.26 

2..975 

3.151 

2.352 

2.05 

2.119 

2.218 

0.679 

2.094 

0.056 

2.090 

0.53 

0.891 

0.643 

0.154 

0.173 

0.024 

0.089 

0.193 

0.348 

0.05 

0.132 

0.035 

0.081 

0.913 

0.512 

0.905 

0.824 

0.874 

0.841 

0.891 

0.643 

0.953 

0.872 

0.970 

0.0.03 

5.579 

7.934 

4.019 

1.065 

1.788 

0.449 

22.70 

0.173 

1.548 

0.047 

1.086 

0.039 

13.85 

14.315 

4.154 

4.894 

0.632 

0.648 

5.579 

7.934 

1.485 

3.821 

0.687 

3.02 

0.0001                6.828 

0.0001                6.188 

0.0001 7.071 

0.441 4.252 

0.493 5.669 

0.911 3.44 

0.0001 11.69 

0.0001 1.413 

0.0001 4.53 

0.163 0.969 

0.501 5.64 

0.0001 5.294 

0.0001 10.536 

0.0001 10.273 

0.0001 7.135 

0.0001 6.653 

0.497 3.608 

0.558                  3.679 

0.0001 6.828 

0.0001 6.188 

0.0001 11.95 

0.0001 5.492 

0.0001 7.22 

0.421 0.805 

 

    It is clear from the results that the MSE for the estimates of   and   are smaller 

than their corresponding R bias of ML estimates of MOETL. The results reveal that 

the estimates are stable and quite close to the true parameter values for the large 

sample size. Furthermore, as the sample size increases the MSEs decreases in all 

cases, but for special case the MSE for the value of parameter   is very large as 

parameter is large. 

6. Application  

    In this section we have given a numerical application of the MOETL distribution. 

We have used data from Nigm et al. (2003) and are about ordered failure of 20 

components. The data is given below  
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Probability Density Function

histogram__MOETL Dagum

x

0.60.560.520.480.440.40.360.320.280.240.20.160.120.080.040

f(x
)

0.48

0.44

0.4

0.36

0.32

0.28

0.24

0.2

0.16

0.12

0.08

0.04

0

0.0009, 0.004, 0.0142, 0.0221, 0.0261, 0.0418, 0.0473, 0.0834, 0.1091, 0.1252, 

0.1404, 0.1498, 0.175, 0.2031, 0.2099, 0.2168, 0.2918, 0.3465, 0.4035, 0.6143. 

 

   First, it was checked whether the MOETL distribution can be used or cannot to 

analyze this data set. The Kolmogorov–Smirnov goodness of fit statistic has a value 

of 0.1869with a p-value of 0.606. This indicates that the data is adequately fitted by 

MOETL distribution. The plot of data with MOETL distribution is given below. 

The ML of MOETL distribution of α is 0.352 and the ML of θ is 0.835.the data is 

highly positively skewed with coefficient of skewness of i.1.439.  Figure 5 display 

the MOETL distribution with new extracted parameters 

 

 

 

 

         

                 
Figure 5: Histogram of Data and Fitted MOETL Distribution  

 

 The graph also shows that the data is adequately fitted by MOETLE distribution 

 
     The flexibility of the MOETL distribution is measured by comparing the fitted 

model with the original distribution TL (α) distribution by calculating the (AIC) and 

(BIC) as presented in Table 2. It can be seen that the TL distribution has higher AIC 

and BIC values compared to the MOETL distribution, which confirms that MOETL is 

more suitable for this  

data set. 
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 Table2: ML estimates of MOETL parameters, CI and along with the corresponding AIC, BIC 

statistics  

 

      Model  ML 

 
 
TL Distribution 

 

estimate CI (95%) AIC BIC 

 
θ 

 

0.901 

 
(0.886,0.916 

 

-3.461 

 

-4.327 

 

MOETL 

 

α 
 

0.352 (0.336,0.367)  

-10.09 

  
-11.785 

θ 0.835 (0.82,0.85) 

 

7. Conclusion 

     In this paper, an extended model based on TL distribution is investigated. The 

method for generating the MOETL distribution is presented in Section 3 This MOE 

family of distributions has closed forms of cdf, pdf, survival function and hazard function. 

We apply the general properties to the MOETL distribution. Some statistical properties 

of this model are obtained. Through numerical simulation, the MLE of the 

parameters are calculated and discussed. Finally, real data set is fitted to this model 

and is shown to be appropriate. 
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