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Abstract- Information retrieval aims to find all relevant documents responding to a query from textual data. A good 
information retrieval system should retrieve only those documents that satisfy the user query. Although several models were 
developed, most of Arabic information retrieval models do not satisfy the user needs. This is because the Arabic language is 
more powerful and has complex morphology as well as high polysemy. This paper first investigates the most recent Arabic 
information retrieval model and then presents two different approaches to enhance the effectiveness of the adopted model. 
The main idea of the proposed approaches is to modify and/or expand the user query. The first approach expands user query 
by using semantics of words according to an Arabic dictionary. The second approach modifies and/or expands user query by 
adding some useful information from the pseudo relevance feedback. In other words, the query is modified by selecting 
relevant textual keywords for expanding the query and weeding out the non-related textual words. The adopted retrieval 
model and the two proposed approaches are implemented, tested, compared, and evaluated considering Arabic document 
collection. The obtained results show that the proposed approaches enhance the effectiveness of the Arabic information 
retrieval model by about 15% to 35%. 
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1 INTRODUCTION 
 

Information retrieval is one of the most important research areas in information technology. The main objective is to 
match and retrieve the most relevant documents to the user query. Therefore, a good information retrieval system 
should retrieve only those documents that satisfy the user needs.  
Generally, an information retrieval system contains several modules mainly: document collection, query processing, 
matching operations and query performance [1]. Figure 1 shows the main modules of an information retrieval 
system [2]. Document collection and representation involves an important process called indexing. The indexing 
process associates a document with a descriptor represented by a set of features automatically derived from the 
content. It also optimizes the query performance and improves the response time by sorting terms in an interested 
file structure. Moreover, a number of processing tasks can take place during the indexing phase similar to the query 
processing which further improves the performance [3-5]. Document-query matching aims to estimate the relevance 
of a document to the given query. Most information retrieval models compute a relevance score. This score is used 
as a criterion to rank the list of documents retrieved to the user in response to the query. That is, the results of 
matching between the user query and the index terms are posted based on a Ranking method.  

 

Figure1: The Main Modules of an Information Retrieval System [2] 

A natural language query specifies the user’s information need in a sentence. Representing the user need involves 
query formulation using terms expressed by the user and/or additive information driven by iterative query 
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improvements like relevance feedback. The query/ user need is parsed and compiled into an international form. In 
case of textual retrieval, query terms are generally preprocessed to select the index objects. The query representation 
involves one-step or multi-step query formulation driven by iterative query improvements [6-8]. The querying stage 
involves many themes including query preprocessing, removal of stop-words, query expansion, and others. The 
query expansion expands the query with similar terms and then retrieves another set of documents using expanded 
query [6, 9]. Moreover, information retrieval implements a basic term matching for identical terms. The document-
query matching is known as query evaluation for estimating the relevance of documents to the given query. The 
information retrieval system employs some ranking methods based on mathematical bases to exploit some properties 
found in the document collection. Matching between the query keywords and index terms may be exact matching, 
partial matching, or intelligent matching [10].    
Although several models were developed [11-17], most of Arabic information retrieval models do not satisfy the 
user needs. This is because the Arabic language is known with its powerful and complex morphology as well as its 
high polysemy. This paper first investigates an Arabic information retrieval model and then presents two different 
approaches to enhance the effectiveness of the model. The focus is concerned with the modification and/or 
expansion of the user query. The first approach expands user query by using semantics of words according to an 
Arabic dictionary. The second approach modifies and/or expands user query by adding some useful information 
from the pseudo relevance feedback. In other words, the query is modified by selecting relevant textual keywords 
for expanding the query and weeding out the non-related textual words. The proposed approaches are implemented, 
tested and evaluated using some measurable criteria such as precision, recall, and F-measure. In addition, the 
obtained results are compared with that obtained by the most recent adopted Arabic retrieval model for Arabic 
document collection [2]. 
The rest of this paper is organized as follows. Section 2 presents a literature survey for related work. Section 3 
presents an adopted information retrieval model. Section 4 presents the proposed approaches and describes the query 
expansion using semantics of keywords and relevance feedback. Section 5 presents the simulation experimental 
results and discussions while section 6 concludes this work. 
 

2 RELATED WORK 
 
Regarding the information retrieval systems/ models, several research efforts were presented by a lot of researchers 
[11-17]. In [11], the authors mentioned that any information retrieval model can be represented by four attributes: D, 
Q, F, and R. D is the set of documents in the document collection. Q is the set of queries representing the user needs. 
F is concerned with classical document representation, queries, and their relationships. R is a ranking function 
R(qi,dj) which affiliates a real number with a query qi € Q and a document representation dj € D. In [12], the authors 
mentioned that the Boolean model is one of the oldest information retrieval models. That model uses the set theory 
and/or Boolean algebra. The user Query can be represented by a set of keywords connected together logically by a 
set of connections like AND, OR, and NOT. The AND operator produces the set of documents of both sets. The OR 
operator produces a document set that is bigger than or equal to the document sets of any of the single terms. The 
NOT operator is used to avoid retrieving a document containing a specific keyword. In [13], the authors discussed 
the vector space model that represents the documents and queries as vectors in a multidimensional space. To assign 
a numeric score to a document for a query, the model measures the similarity between the query vector and the 
document vector. The angle between two vectors is used as a measure of divergence between the vectors. The cosine 
angle is used as the numerical similarity. If the cosine angle has the value '1' it means the vectors are identical while 
the vectors are orthogonal if the cosine angle has the value '0'. The vector space model is good as it attempts to rank 
documents by some similarity values between the user query and each document. In [14, 15], the authors discussed 
the probabilistic model of information retrieval which relies on the notion that each document has a certain 
probability of being relevant to a query. The documents that are most likely to be relevant and useful to the user are 
ranked by a decreasing order of probability. For two events A and B, the joint event of both events occurring is 
described by the joint probability P(A, B). The conditional probability P(A|B) expresses the probability of event A 
given that B occurred.  Probabilistic information retrieval models include classic Probabilistic models, language 
models and the relevance model. All those models have variants that incorporate word dependence. 
In [16], the authors conducted the process of developing ontology for Arabic Blogs retrieval. The authors mentioned 
that semantic search engines provide searching and retrieving resources related to the user’s need. The authors 
proposed a model for representing Arabic knowledge in the computer technology domain using ontologies. The 
model was concerned with elicitation of user’s information needs. Ontologies play a vital role in supporting 
information search and retrieval process of Arabic blogs on the web. In [17], the authors presented an enhanced 
Arabic information retrieval approach. The focus was on the effectiveness of using the list of stop-words and light 

12 A. ELNAHAAS, N. ALFISHAWY, M. NOUR, G. ATTIYA, M. TOLBA: Query Expansion for Arabic Information Retrieval Model



stemming of Arabic. The authors used the vector space model as a popular weighting scheme in their work. Their 
work aims at combining the stop-words list with light stemming to enhance the performance and compare their 
effects on retrieval. The authors tested their adopted approach using the Arabic news consortium dataset. In [9], the 
authors discussed the concept of query expansion for improving the process of Arabic information retrial. The query 
expansion was based on the similarity of terms. The authors employed the expectation-maximization algorithm for 
selecting the relevant terms and weeding out the non-relevant ones. They tested performance of the adopted 
algorithm using INFILE test collection. The experiments indicate good performance of precision and recall for the 
used query expansion method.  
 

3 ADOPTED ARABIC INFORMATION RETRIEVAL MODEL 
 
In 2016, an adopted Arabic information retrieval is developed [2]. The authors discussed the main challenges of 
Arabic query expansion using Word-Net and association rules. They mentioned that they are able to exploit Arabic 
word-Net to improve the retrieval performance. Their obtained results on a sub-corpus from the Xinhua collection 
showed that the automatic selection method is significant and improves the performance of information retrieval 
systems. The adopted Arabic information retrieval model [2] involves important themes mainly: preprocessing, 
document collection and indexing, user query, and matching operations. 
 

A. Preprocessing 
 
The preprocessing steps are done on the document terms before building the index and on the user query before 
matching process. The preprocessing should be done first to gain the benefit of speeding-up the retrieval time [18, 
19]. The preprocessing steps involve tokenization, removal of stop-words and stemming. 
 

1) Tokenization  
Tokenization; in natural language processing; means splitting text into tokens. A token is the smallest unit of text 
that may be a word, a punctuation mark or a multi-word expression. The separator between two adjacent words may 
be a white space or punctuation marks. Tokenization is an important step for most natural language processing tasks 
[37]. In this work, Lucene Arabic tokenizer is used during the implementation of this stage 
http://www.apache.org/licenses/LICENSE-2.0. Figure 2 shows an example of a document title before and after 
tokenization. 
 

 

                                                           (a) A document title before tokenization 

 
             

(b) The document title after tokenization 

Figure 2: A document title tokenization 
 

2) Removal of Stop-words 
Removal of stop-words means rejecting the useless words like preposition, pronoun, specifiers, modifiers, and other 
tools. Examples of the stop words are: - إلي، علي، في، ھو، ھي، الذيمن ،  . Such words frequently occur in Arabic 
documents. These words don’t give any hint for the content of their documents. In information retrieval systems, 
stop-words should be eliminated (by referring to a stop-word list) from the query text and from the set of index 
terms [18, 20]. Figure 3 shows the tokens of a document title after removing the stop-words.  
 

 
 

Figure 3: The tokens of the document title, in Figure 1, after removal of stop-words 
 

3) Stemming 
The stemming process is very important for Arabic information retrieval. Stemming aims at reducing all of the 
inflectional derivational variants of words into a common form called the stem. A word stem can be obtained by 

 والحشرات أھم المركبات المسموح بھا في الزراعة العضوية لمقاومة الأمراض

  أھم,المركبات,المسموح,بھا,في,الزراعة,العضوية,لمقاومة,الأمراض,و,الحشرات

، المركبات، المسموح، الزراعه، العضويه، مقاومة، الأمراض، الحشراتأھم  
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removing all the affixes attached to the word. The words sharing some root or stem can increase the matching of 
documents to the user query. Stemming can reduce the index size and improve the performance of the retrieval 
process. Figure 4 shows the tokens of a document title after stemming.  
 

 

Figure 4: A Document Title after Stemming  
 
There are several types of stemmers. Examples of Arabic stemmers are: light stemmer (light 10), Khoja stemmer, 
Porter stemmer, and others. In this work, Porter stemmer is used during the implementation of this stage [18, 21-23]. 
For more details about the Porter stemmer mechanism, the reader can refer to the website 
https://tortous.org/mortim/porter.stemmer.  
 

B. Document Collection and Indexing 
 
Indexing is the process of choosing a term or a number of terms that can represent what the document contains. In 
other words, after doing the preprocessing steps on the chosen document collection, the index can be built. Each 
document is represented by a set of important terms, which were taken from the document title. Such terms are 
weighted and stored in an index (as index terms) without any repetition. The index contains document number, 
terms, frequency/weight in addition to other useful information such as the number of documents that contain each 
term. Figure 5 shows an Arabic example of a part of the index mapping [24-26]. The index terms will be matched 
against the query keywords. 

 
Figure 5: Arabic Example of a Part of the Index Mapping 

 
C. User Query 

 
The querying stage is handled exactly like the document. That is, the preprocessing steps; tokenization, removal of 
stop-words, and stemming are done on the input user query. The user query may be a word, phrase, or sentence 
containing a set of keywords. If the query is one word, the stemming operation only can be done. If the query 
contains a set of words, it should be preprocessed (tokenization, stop-words removal, and stemming). In this work, 
several queries are presented and processed. Some of the queries contain only one keyword while others contain two 
keywords, three keywords, and four keywords respectively. Table1 shows some examples of the user independent 
queries while Table 2 contains examples of some related queries. 
TABLE1: EXAMLPES OF USER INDEPENDET            TABLE 2:EXAMPLES OF SOME RELATED QUERIES              

QUERIES                          

User Query No. of Keywords 
1 التين

2 زراعة الخضروات
3 صادرات مصر من القمح
4 أھمية البلح وطرق تجفيفة

User Query No. of Keywords 
العنب 1

محصول العنب 2
الجديد فى محصول العنب 3

أالجديد فى إنتاج محصول العنب 4
 

، مركب، مسموح، زراع، العضوي، مقاوم، الأمراض، الحشراتھمأ  
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D. Matching and Ranking 

The matching process is done between the query keywords and document terms. To facilitate the matching process, a 
matching model is used. In this paper, the Vector Space Model (VSM) is used for the matching operation [18, 20, 27-32]. 
The VSM is an algebraic model where it uses non-binary weights that are assigned to the index terms of documents and 
queries. The document set D is represented as follows:- 
  

                                            D = {d1, d2, d3...dN}                                                                      (1) 
 
where, dj is the document number j, and N is the number of documents in the dataset collection. 
Any document dj is represented by a set of terms' weights as follows: - 
 

                                             dj = {w1j, w2j , w3j... wmj}                                                             (2) 
 
where, w1j is the weight of the term i in the document j. The weight of term i in document j can be calculated using the term 
frequency (tf) and inverse document frequency (idf). So,  
 

                                                 wij = tfij* idfi                                                                                                                            (3)   
 
where, the term frequency tfij is the number of occurrence of term i in the document j and idfi is the inverse document 
frequency of term i. 
 

                                                           
in

Nidf
j 2log                                                                                                            (4) 

 
where, ni is the total number of occurrence of item i in all documents.  
Documents can be retrieved and ranked by matching the query vector versus the document vector to compute the score or 
similarity. The retrieved documents are ranked according to the similarity to the user query [33-36].  
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where, sim(dj, qi) is the similarity between document j and query qj, wij is the weight of term i in document j, and wiq is the 
weight of term i in query q.  
 

4 PROPOSED APPROACHES 

This section presents two new efficient approaches to enhance the effectiveness of the most recent adopted Arabic 
information retrieval model [2]. The main idea of the proposed approaches is to modify and/or expand the user query by 
using semantics of words in the first approach and using some useful information from the pseudo relevance feedback in the 
second approach. 
  

A. Query Expression using Semantics of Keywords 
Query expansion means adding extra new terms to the keywords of the initial query. Since the input user query has the 
significant effect on the document retrieval, hence the user query may be modified and/or expanded to retrieve more relevant 
documents. The addition of new terms should take place prior the initial search.  
It is known that Arabic is one the Semitic languages. Arabic has a rich set of vocabularies. Arabic language is polysemous as 
the same word may have several meanings. Moreover, the Arabic language has a different morphological structure for its 
wide range of derivations [2, 4]. By searching the dictionary for the meaning of an Arabic keyword, more than one meaning 
may be found. This is the case for the majority of Arabic words. This means that each query keyword has multiple 
synonyms/meanings. 
In this paper, the first proposed approach expands user query by using semantics of words. In this case, the synonyms or 
semantics of the query keywords can be obtained by referring to either the Arabic Word-Net or Arabic dictionary. In the first 
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approach, semantics of the query keywords are chosen according to an Arabic dictionary. Expanding the query to include 
more or extra keywords will improve the performance of the retrieval model as it presents more relevant documents to the 
user.  
 
To illustrate the query expansion method, let Q be the set of queries entered separately from the user, where Q = {q1, q2, 
q3,…..qr}. Each query qr has a set of m keywords. That is, qr = {k1, k2, ….km}, where ki is the query keywords which 
represents the user needs and 1≤ i ≤ m. By searching the dictionary for the meaning of each keyword, a list Ski of n synonyms 
associated to the keyword ki may be found, i.e., Ski = {Si1, Si2, Si3, …, Sin}. Each list Ski contains the number of synonyms 
associated to a keyword ki in the query and 1≤ i ≤ m. This means that the number of synonyms’ lists of a query qr equals the 
number of keywords in the initial use query. That is, S(qr) = {Sk1, Sk2, .....Skm}, where S(qr) is the set of lists.  
Figure 6 shows the associated synonyms of query keywords. From Figure 6, each query keyword ki has multiple 
synonyms/meanings Sij where 1≤ i ≤ m and 1≤ j ≤ n. Moreover, it is not necessary for all query keywords to have the same 
number of corresponding meanings. For this reason, we focus here on using only one meaning which is the commonly used 
one. The chosen meaning is taken based on its strong relation with the keyword. That is, the number of query keywords after 
expansion becomes the double of the original one. To illustrate that concept, some simple examples are given in Table 3. The 
query expansion can extract the equivalent terms of query keywords from the relation between the concepts or meanings 
such as: 

 (زراعة، فلاحة)، (طماطم، بندورة)، (كرنب، ملفوف)، وھكذا.
  
 

   
 
 
                                              S11                                  S21                          S31             ……………...               Sm1     

                                              S12                                 S22                          S32              ………………             Sm2  

                                                                     ------                                ------                           -----               ……………...              ------    
                                              S1n                                 S2n                          S3n               ………………              Smn     

 
Figure 6: Query Keywords and their Semantics 

 
                           TABLE 3: USER QUERY EXPANSION USING SYNONYMS/SEMANTICS 

Initial Query  Expanded Query 
 زراعة العنب
 تسميد الكرنب
 إنتاج البلح

 زراعة، فلاحة ، العنب ، الكرم
 تسميد، تخصيب ، الكرنب ، الملفوف

إنتاج، البلح، التمر
 

B. Query Expansion using Relevance Feedback 
 
As mentioned above, query expansion aims to add extra terms or more information to clarify the user query. The query 
expansion helps in matching more additional documents. In this paper, the second proposed approach modifies and/or 
expands user query by adding some useful information from the pseudo/user relevance feedback. In other words, the query is 
modified by selecting relevant textual keywords for expanding the query and weeding out the non-related textual words. The 
idea is going to keep track of those terms that should be added to the query and those should be eliminated.  
The process of query expansion by the principle of user relevance feedback may be described as follows:   
1. The original keywords of the user query, after doing the preprocessing operations, are matched against the index terms. 

The retrieved documents are presented from the highest to lowest values depending on the similarity values.  
2. The retrieved documents should be analyzed to monitor and identify their terms' descriptors. This is important to add 

those terms appeared in the relevant documents to the original user query and also to eliminate those terms describing the 
retrieved irrelevant documents.  
2.1 A maximum threshold value (maxth) of documents similarities should be defined. This means that the terms' 

descriptors for only those retrieved documents with similarity values ≥ macth will be chosen to be added to the 
original query keywords.  
Let S1 be the set that collects all relevant retrieved documents that satisfy the threshold condition maxth. 
 

 S1 = { d1, d2, ………. maxth}                                                                                           (6) 

k1                                  k2                            k3               . ………….                 Km 
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2.2 A minimum threshold value (minth) of documents similarities is defined. This means that the terms’ 

descriptors for only those retrieved documents with similarity values ≤ minth will be eliminated from the query. Let 
S2 be the set that gathers all non-relevant retrieved documents and the minth condition is satisfied  

 
S2={ d1, d2,  ………. dy}                                                                                               (7) 

 
3. The query can be expanded by adding the terms of the selected relevant documents from S1 and also eliminating those 

terms of the chosen irrelevant documents from S2. That is  
 

                        
21exp sdi jsdi iuser ddqq                                                                                     (8) 

5 SIMULATION RESULTS AND DISCUSSION  
 
This section presents several experimental to evaluate the performance of the proposed approaches. To do so, the adopted 
information retrieval model [2] and the proposed approaches are implemented and tested considering a dataset in the 
agriculture field. The performance is evaluated using some measurable criteria such as precision, recall, and F-measure. 
 

A. Simulation Environment 
 
The proposed approaches are implemented using JAVA programming language besides Lucene APIS, which is a powerful 
searching library, using an HP-Labtop with a processor 2.5 GHZ, and Windows-7 operating systems. The approaches are 
coded in JAVA and supported by the Apache software foundation.  
 

B. Document Collection Dataset 
 
To check the efficiency of the proposed approaches against the adopted information retrieval model [2], they are operated 
and tested using a chosen document collection as a test-bed. The documents in the dataset are acquired from different Arabic 
websites mainly http://www.kenanaonline.net/page/Agriculture and http://www.zeraiah.net/index.php/baydar. The test-bed 
documents are in the agriculture field.  It contains four hundred documents. Each document has a document title and 
contents. Each document is represented by a set of important terms, which were taken from the document title. Such terms 
are weighted and stored in an index (as index terms) without any repetition. The index terms will be matched against the 
query keywords.  
 

C. Performance Metrics 
 
The performance is evaluated using some measurable criteria such as precision, recall, and F-measure. These criteria are 
defined as follows [19-20]. 
  

                                
documentsretrievedtheofnumber 

documents retrievedrelevant   theofnumber 
Pr ecision                                                      (9)    

 

                                
documentsrelevant theofnumber 

documents retrievedrelevant   theofnumber 
Re call                                                          (10) 

 

                            
PrecisionRecall

Precision)*2(Recall
measure-F


                                                                                              (11) 

 
D. Experimental Results 

 
Several experiments are done to test and monitor the performance of the adopted information retrieval model and the 
proposed approaches. Four categories of queries are adopted with five different queries for each. The query categories have 
one keyword, two keywords, three keywords, and four keywords respectively. The queries in Figures 7, 8, 9, and 10 are 
independent. The queries in Figure 11 are related to each other, i.e., the keyword of query#1 exists in query#2. The two 
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keywords of query#2 exist in query#3 and the three keywords of query#3 exist in query#4. This is also the case for other 
queries in Figures 12, and 13 respectively.  
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               Figure 7a: Precision for Adopted IR                               Figure 7b: Recall for Adopted IR 

Adopted IR

0

0.2

0.4

0.6

0.8

1

1.2

0 5 10 15 20 25

Query No.

F
-m

ea
su

re

F-measur

 

Adopted IR

0

0.2

0.4

0.6

0.8

1

1.2

0 5 10 15 20 25

Query No.

P
re

ci
si
o
n
-R

ec
al
l

Recall Precision

 

            Figure 7c: F-measure for Adopted IR                           Figure 7d: Precision-Recall for Adopted IR 
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  Figure 8a: Adopted IR and Keywords' Semantics       Figure 8b: Adopted IR and Keywords' Semantics 
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   Figure 8c: Adopted IR and Keywords' Semantics       Figure 9a: Adopted IR and Relevance Feedback 
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  Figure 9b: Adopted IR and Relevance Feedback         Figure 9c: Adopted IR and Relevance Feedback 
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    Figure 10a: Adopted IR, Sem, Rel, and Both                Figure 10b: Adopted IR, Sem, Rel, and Both 
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   Figure 10c: Adopted IR, Sem, Rel, and Both                Figure 11a: Precision for Related Queries 
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    Figure 11b: Recall for Related Queries                         Figure 11c: Precision for Related Queries 
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    Figure 12a: Recall for Related Queries                         Figure 12b: Precision for Related Queries 
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    Figure 12c: F-measure for Related Queries                   Figure 13a: Precision for Related Queries 
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     Figure 13b: F-measure for Related Queries                   Figure 13c: Precision for Related Queries 

From the experimental results, the values of precision, recall, and F-measure for each query are different from those of the 
other queries either in the same query category or in other categories. This means that the concept type where a query is 
asking for is significant and this is clear in all experiments. If the number of query keywords changes, the values of precision, 
recall, and F-measure are also changing. This is clear in Figures 7, 8, 9, and 10 respectively. In Figures 7, 8, 9, and 10, a 
query has one keyword for the first five queries, two keywords for the second five queries, three keywords for the third five 
queries, and four keywords for the fourth five queries respectively. This means that the number of query keywords has a 
direct effect on the retrieval performance. If the precision value changes then the recall and F-measure values are also 
changing. This happened in the majority of the test-bed queries. We don’t have a guarantee to say that increasing values 
always appear in a linear or a nonlinear form. 
 
The values of precision, recall, and F-measure for the adopted retrieval model with semantics are different from those 
corresponding values without semantics. This means that the modified approach for the query expansion using semantics of 
keywords has a positive effect. This is clear in all query categories in Figures 7 and 8 respectively.  
A precision value; regardless the query concept and query keywords; is always increasing or in some cases remains fixed 
compared to the adopted retrieval model without semantics. This is because the number of relevant retrieved documents is 
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increasing or sometimes remaining unchanged. The values of precision, recall, and F-measure are better for the modified 
approach than those corresponding values of the adopted retrieval model without semantics. This is clear in Figures 8a, 8b, 
and 8c respectively. The improvement in performance for the modified approach using semantics of keywords ranges from 
8% to 27% depending on the number of query keywords as well as the query concept. 
 
The values of precision, recall, and F-measure for the test-bed queries for the modified approach using relevance feedback 
are better than their corresponding values of the model without modification. This is clear in Figures 9a, 9b, and 9c 
respectively. The improvement of performance is slightly better than that model without modification. 
The values of precision, recall, and F-measure for the modified approach using both semantics of keywords and relevance 
feedback are better than those without any modification. This is clear in Figures 10a, 10b, and 10c respectively. The 
improvement values for the adopted experiments are ranging from 15% to 34% depending on the query concept and query 
category. Moreover, the performance of the retrieval model is better modified using keywords' semantics than that using only 
relevance feedback. In other words, combining both the relevance feedback and semantics makes slightly change in 
precision, recall, and F-measure compared to that one using only semantics of keywords. This is clear in Figures 10a, 10b, 
and 10c respectively. The improvement values are in the range of 3% to 13%. 
 
Moreover, three different experiments with four related queries per each are also implemented and run as shown in Figures 
11, 12, and 13 respectively. The experiments are tested and compared among the performance of the adopted retrieval model 
and the two modified approaches for query expansion using semantics of keywords, relevance feedback, and both. From the 
experimental results shown in Figures 11, 12, and 13 respectively, it is shown that the values of precision, recall, and F-
measure are better for the modified approaches than those corresponding values of the adopted information retrieval without 
modification. 
 

6 CONCLUDING REMARKS 
 
In this research work, the most recent adopted information retrieval model was investigated and analyzed. In addition, two 
new efficient approaches are developed to enhance the effectiveness of the recent model. The adopted model is modified by 
expanding the queries using semantics of keywords and/or relevance feedback. The models are implemented and tested using 
an Arabic document collection test-bed. From the practical results, the representation and formulation of a user query plays 
an important role in the performance of the information retrieval model. The query expansion increases the number of 
retrieved relevant documents. The obtained results showed that the values of precision, recall, and F-measure for the two 
modified approaches are better than that without modification. The query expansion using word semantics improve the 
performance by about 27% compared to the original model. While, the query expansion using relevance feedback improve 
performance by about 14%. Finally, combining both the semantics of keywords and query relevance feedback for expanding 
the user queries outperforms the adopted retrieval model without modification. The hybrid query expansion using the two 
modifications improves the performance by 15% to 35%.  
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  الملخص:
تحليل وتدقيق أحد تھدف عملية استرجاع المعلومات إلى إيجاد الوثائق والنصوص المناسبة والتى تلبى رغبات استفسار المستخدم. يھدف ھذا العمل البحثى إلى 

تجميع الوثائق، تمثيل استفسار المستخدم، عمل الفھرسة، وكذا عمل  النماذج لاسترجاع المعلومات، ومن ثم سيتم عرض العناصر الأساسية لذلك النموذج مثل
ة من الوثائق العربية لاختبار المضاھاة. ومن منطلق أن اللغة العربية ھى أحد اللغات الھامة فى اللغات الطبيعية التى يتعامل بھا العالم، فإنه قد تم استخدام مجموع

ذلك فإن ھناك بعض العمليات سيتم إجراؤھا لتسھيل عملية المضاھاة بين الكلمات الدالة لاستفسار المستخدم مع العناصر آداء ذلك النموذج االذى تم إختياره. وعلى 
، استبعاد الكلمات التى لاتؤثر فى عملية استرجاع Tokensالتى تصف كل وثيقة أو نص عربى، ومن أمثلة تلك العمليات: عملية تجزئة النص العربى إلى كلمات 

  بعد تجريدھا من أحرف الزيادة سواء القبلية أو البعدية. Stemming، وكذا إيجاد أصل الكلمة العربية Removal of Stopwordsالعربية  النصوص
المستخدم. فالمقترح الأول  سيقدم ھذا العمل أيضا إقتراحين لتعديل النموذج المستخدم رغبة فى تعزيز كفاءتة وتحسين آدائة. ھذا ويعتمد التعديل على تمديد استفسار

كلمات الأصلية لاستفسار المستخدم عن طريق يقوم بتمديد الكلمات الدالة لاستفسار المستخدم وذلك من خلال إضافة كلمات جديدة تعتمد على المعانى الدلالية لل
. ويقوم المقترح الثانى بتمديد الكلمات الدالة فى استفسار المستخدم بإضافة بعض الكلمات Semanticsالاستعانة بالقاموس العربى للحصول على معانى تلك الكلمات 

استفسارة الأصلى، وأيضا يقوم ھذا المقترح باستبعاد أى كلمات مصاحبة لبعض  الدالة المصاحبة لبعض النصوص المسترجعة التى يراھا المستخدم متوافقة مع
  .Relevance Feedbackالنصوص المسترجعة التى لايرحب بھا المستخدم، وھذا ما يطلق عليه 

سابقا. ھذا وسيتم تقييم آداءالنموذج والتعديلات التى  إضافة لما تقدم فإن نموذج استرجاع المعلومات سيتم تطبيقة واختباره وتقييمة قبل ويعد التعديلين المشار إليھما
  .Precision, Recall, and F-measureأو مايعرف باسم  Fستجرى عليه من خلال عدد من المعايير مثل معيارالدقة، إعادة الاسترجاع، ومقياس 

ربية، استبعاد الكلمات غير المؤثرة، وكذا أھمية نموذج الفراغ المتجھى. ھذا وتشير نتائج التجارب التى تم إجراؤھا إلى أھمية عملية الحصول أصل الكلمات الع
% 14%، بينما وصلت نسبة التحسن إلى مايقارب 27ويعتبر آداء النموذج باستخدام التعديل الأول أفضل من آداء النموذج الأصلى الذى تبنتة الدراسة بحوالى 

صلى. ومما تجدر الإشارة به ھنا ھو أن نسبة التحسن كانت أفضل بضم التعديلين سويا والتى وصلت فى حدود باستخدام التعديل الثانى مقارنة أيضا بالنموذج الأ
  % مقارنة بالنموذج الأصلى.35% إلى 15
  

 الة، التغذية الخلفية المناسبة.الوثائق العربية، آعمال الفھرسة، نموذج المتجة الفراغى، تمديد استفسار المستخدم، المعانى الدلالية للكلمات الد :الكلمات الدالة
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