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ABSTRACT 
 

Geodetic networks are very important tools used to monitor earth and/or structural deformations. 

However, a geodetic network must be designed to meet sufficiently some network quality 

requirements such as precision, reliability, or sensitivity. This is the subject of geodetic network 

optimization. The determination of the observation weights problem in the deformation monitoring 

networks can be dealt with as an optimization procedure, this problem can performed by solving 

the second-order design (SOD) problem. Traditional methods have been used for geodetic 

optimization tasks. On the other hand, some heuristic techniques have been started to be used 

recently in geodetic science such as the Particle Swarm Optimization (PSO) algorithm. The 

general purpose optimization method known as Particle Swarm Optimization (PSO) has received 

much attention in past years, with many attempts to find the variant that performs best on a wide 

variety of optimization problems. 

 In this paper, the PSO algorithm, a stochastic global optimization method, has been employed for 

the determination of the optimum observation weights to be measured in the field that will meet 

the postulated criterion matrix at a reasonable precision. The fundamentals of the method and a 

numeric example are given.  

مراقبة التشوهات الأرضٌه وتشوهات المنشآت واحدة من أهم المهام التً تواجه الجٌودٌسٌن وذلك لما لهذذ  الاذاهرة مذن تذؤتٌرات 
ودٌسذٌة المحذحوبة بؤرحذاد وتحلذٌلات دقٌقذة كالشذبجات الجٌودٌسذٌةك مباشرة علً أمن وسلامة الإنسان. ولقد تبت أن الطذر  الجٌ

من أفضل الطذر  المسذتمدمة لدراسذة ومتابمذة متذل هذذ  التشذوهات. وتحذمم الشذبجات الجٌودٌسذٌة طبقذا لممذاٌٌر الجذود . وٌمتبذر 
ر  الرٌاضذذٌة لإٌجذذاد التحذذٌمم تحذذمٌم الشذذبجة متالٌذذا كذا أمجذذن تحقٌذذ  الممذذاٌٌر السذذالل ذجرهذذا بؤقذذل التجذذالٌل. وتمتبذذر أفضذذل الطذذ

الأمتل هً التً تمتمد على تطبٌ  نارٌة الحلول المتلً والتً مذن ملالهذا أمجذن تحوٌذل عملٌذة التحذمٌم كلذً جٌيٌذة تمٌذٌن الحلذول 
لممس مسائل. وتمتبر مسؤلة التحمٌم التانٌة من احدى طر  تحمٌم الشبجات الجٌودٌسٌة ، وهً تبحث فً تمٌذٌن الأواان المتلذى 

ومذ  التطذور فذً اسذتمدام طذر  الذذجان الإحذطناعً مذإمرا فذً اٌجذاد  لأرحاد بافتراض تحدٌد الدقذة المطلوبذة وشذجل الشذبجة.ل
الحلذذول المتلذذى للمسذذائل البسذذٌطة والممقذذدة أمجذذن كسذذتمدام متذذل هذذذ  الطذذر  فذذً حذذل مسذذائل التحذذمٌم الممتليذذة. وفذذً هذذذا البحذذث 

 إحدي طر  الذجان الحناعً فً كٌجاد الحل الأمتل لمسؤلة التحمٌم التانٌة.استمدمت موارامٌة تحسٌن أسراب الجسٌمات ج
 

1. INTRODUCTION  

As with geodetic positioning networks, 

deformation monitoring network design must precede 

the field campaign in order to prevent the project 

from failing. Selection of a monitoring technique 

depends heavily on the type, the magnitude, and the 

rate of the deformation. The decision about which 

instruments should be used and where they should be 

located leads to the need a proper design and 

optimization of a proposed measuring scheme that 

should be based on the best possible combination of 

all the available measuring instrumentation 

(Dunnicliff, 1988). 

Deformation refers to the changes a deformable 

body undergoes in its shape, dimension, and position. 

It can be said that any object, natural or man-made, 

undergoes changes in space and time. 

It has long been a problem to geodesists to find the 

efficient solutions to approximate functions that 

define geodetic deformations, especially when 

dealing with continuously monitored processes 

(Akyilmaz et all. 2004). In the summery optimization 

means that determination of maximum or minimum 

of one target function under of some conditions. For 

example in the geodetic deformation network, the 
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target function will be on which represents the 

network quality i.e. precision, reliability, and cost. 

This object function should be design in such a way 

that (Kiamehr, 2003): 

• It must be realize the required network quality i.e. 

precision, reliability, sensitivity, and cost of 

network and deformation parameters. 

• Resistant to gross error in observations and 

minimize the effects of undetected gross errors. 

• It can allow testing of hypothesis with higher 

significance respect. 

Optimization variables are those related to the 

optimization design problem under consideration. 

1. In the ZOD, the variables are the datum points, 

i.e. the coordinates that are to be fixed in the 

network. 

2. In the FOD, the configuration matrix that 

explains the relation of observations with 

deformation model is the variable (A) as it 

represents the geometry of the network. 

3. The SOD defines matrix of observation weights 

(P) as it’s variable. 

4. For the THOD, the variables are the A-matrix of 

observations and the P-matrix of their 

corresponding weights. 

Traditional methods have been used for 

deformation monitoring geodetic optimization tasks. 

On the other hand, some heuristic techniques such as 

the particle swarm optimization algorithm or 

simulated annealing method have been started to be 

used recently in geodetic science. Optimization and 

adaptation processes that are encountered in the 

nature inspire these methods. They are also 

derivative-free optimization techniques and very 

promising to solve difficult optimization problems. 

Heuristic techniques are used to determine 

optimal solutions in a reasonable computational time. 

They are used to solve large-scale problems that 

cannot be solved optimally and reasonably quickly. 

However, a heuristic does not guarantee convergence 

to the global optimal solution. On the other hand, a 

good heuristic may provide the optimal solution, or at 

least a solution close to it (Dare and Saleh 2000). The 

technique is based upon gradually improving an 

existing solution until the user is satisfied with the 

quality achieved. The problem with this approach is 

that the solution is often a local optimum rather than 

the global optimum. In order to obtain the global 

optimum it becomes necessary to use global 

optimization methods. Examples of global 

optimization methods are Particle Swarm 

Optimization PSO algorithm and simulated annealing 

method. 

The present study motivates the use PSO algorithm 

for determining the optimum observation weights 

(SOD) in the deformation monitoring networks, so 

the P-matrix will act as the variable. 

2. PROBLEM DESCRIPTION 
As with geodetic positioning networks, in order 

to attain the required accuracies of the deformation 

parameters with an optimal design of the observation 

weights (Popt.), a properly chosen precision criterion 

has to be converted into requirements on the 

unknown parameters to be optimally solved for. In 

the literature of geodetic network optimal design, 

optimization means minimizing or maximizing of an 

objective function that represent the goodness of the 

network. The goodness of a geodetic network can be 

measured by precision, reliability and strength, and 

cost. Only precision criteria is considered in this 

paper, precision measures of deformation networks 

are, therefore, based on the variance-covariance 

matrix of deformation parameters. In the design 

phase, it is justified to assume that the observation 

networks are the same for all the epochs. Considering 

only two epochs, the expressions for the solution of 

deformation parameters e and their associated 

variance covariance matrix Ce are as follows (Kuang, 

1991; Kuang, 1996). 

   12
TT1TT

llPABBAPABe 


    …..  (1) 

  1TT2
oe

2
oe BAPAB2QC




     ..…    (2) 

Where: 

e: is the vector of unknown deformation parameters. 

B: is a deformation matrix with its elements being 

some selected base functions, 

A: is the configuration matrix, which explains the 

relation of observations with deformation model.  
2
o : Is the priori variance factor that usually taken 

1.0 at the design stage. 

In the present study, the free networks concept 

will be used. So, the variance covariance matrix Ce 

for deformation parameters can be expressed as: 

  BAPAB2QC
TT2

oe
2
oe    …        (3) 

With: 

 ( )
+
 : representing the reflexive generalized 

inverse of a matrix.  

Criterion matrices are very adequate tools to set up 

objective function. Let us consider the case in which 

a criterion matrix c
eC  for deformation parameters has 

been chosen as the precision criterion, the design 

problem then seeks an optimal weights such that it 

can be best approximated by Ce, i.e., (Kuang, 1991; 

Yetki et al. 2008). 

minCC
c
ee    …   (Optimal precision)    (4)                  

And 
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)C(vecdiag)C(vecdiag
c
ee   (Precision control)(5) 

Where: ║.║ represents norm of matrix 

Note that elements of matrix Ce are nonlinear 

functions of the observation weights. When an initial 

design is given, Taylor series restricted to linear term 

as follows may approximate matrix Cx: 
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So, we can reformulate precision criteria in a 

compact matrix and vector form (Kung, 1991; 

Kiamehr, 2003; Doma, 2008). Classic methods have 

been used for solving this weight problem; these 

methods that appeared in the literature may cause 

some problematic cases. Recently, many 

optimization problems have been solved by using 

heuristic techniques. These techniques are also 

named natural optimization methods. Examples of 

natural optimization techniques are simulated 

annealing (Kirkpatrick et al., 1983), genetic 

algorithms (Haupt and Haupt, 2004) and PSO 

(Parsopoulos and Vrahatis, 2002). These techniques 

emulate optimization processes encountered in the 

nature. For example, PSO mimics collective behavior 

of some creatures such as birds and bees.  

3. PARTICLE SWARM OPTIMIZATION (PSO) 

The general purpose optimization method known 

as Particle Swarm Optimization (PSO) is due to 

Kennedy and Eberhart (1995). PSO, which is an 

iterative-heuristic search algorithm in swarm 

intelligence, emulates collective behavior of bird 

flocking, fish schooling or bee swarming, to 

converge to the global optimum (Yetki et all. 2011). 

A basic variant of the PSO algorithm works by 

having a population (called a swarm) of candidate 

solutions (called particles). These particles are moved 

around in the search-space according to a few simple 

formulae. The movements of the particles are guided 

by their own best-known position in the search-space 

as well as the entire swarm's best-known position. 

When improved positions are being discovered these 

will then come to guide the movements of the swarm. 

The process is repeated and by doing so it is hoped, 

but not guaranteed, that a satisfactory solution will 

eventually be discovered. Particle swarm optimizers 

are optimization algorithms, modeled after the social 

behavior of flocks of birds. PSO is a population 

based search process where individuals, referred to as 

particles, are grouped into a swarm. Each particle in 

the swarm represents a candidate solution to the 

optimization problem. In a PSO system, each particle 

is “flown” through the multidimensional search 

space, adjusting its position in search space 

according to own experience and that of neighboring 

particles. A particle therefore makes use of the best 

position encountered by itself and that of its 

neighbors to position itself toward an optimal 

solution. The effect is that particles “fly” towards a 

minimum, while still searching a wide area around 

the best solution. The performance of each particle 

(i.e. the “closeness” of a particle to the global 

optimum) is measured using a predefined fitness 

function, which encapsulates the characteristics of 

the optimization problem. Each particle (i) maintains 

the following information: xi, the current position of 

the particle; vi, the current velocity of the particle; 

and yi, the personal best position of the particle. The 

personal best position associated with a particle (i) is 

the best position that the particle has visited so far, 

i.e. a position that yielded the highest fitness value 

for that particle (Kennedy and Eberhart 1995). 

The basic PSO algorithm consists of three steps, 

namely, generating particles’ positions and velocities, 

velocity update, and finally, position update. Here, a 

particle refers to a point in the design space that 

changes its position from one move (iteration) to 

another based on velocity updates. First, the 

positions, i
kx , and velocities, i

kv , of the initial 

swarm of particles are randomly generated using 

upper and lower bounds on the design variables 

values, xmin  and xmax , as expressed in Equations 8 

and 9. The positions and velocities are given in a 

vector format with the superscript and subscript 

denoting the ith particle at time k. In Equations 8 and 

9, rand is a uniformly distributed random variable 

(Hassan et al. 2004). This initialization process 

allows the swarm particles to be randomly distributed 

across the design space. 

)xx(randxx minmaxmin
i
o       ……   (9) 

time

position

t

)xx(randx
v

minmaxmini
o 




    …. (10) 
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Figure (1): A Particle Swarm Optimization PSO process 

The second step is to update the velocities of all 

particles at time k +1 using the particles objective or 

fitness values that are functions of the particles 

current positions in the design space at time k. The 

fitness function value of a particle determines which 

particle has the best global value in the current 

swarm,
g
k

p , and also determines the best position of 

each particle over time, pi , i.e. in current and all 

previous moves. The velocity update formula uses 

these two pieces of information for each particle in 

the swarm along with the effect of current 

motion, i
kv , to provide a search direction, 

i
1kv  , for 

the next iteration. The velocity update formula 

includes some random parameters, represented by the 

uniformly distributed variables, rand, to ensure good 

coverage of the design space and avoid entrapment in 

local optima. The three values that effect the new 

search direction, namely, current motion, particle 

own memory, and swarm influence, are incorporated 

via a summation approach as shown in Equation 11 

(Hassan et al. 2004).  

    
luenceinfswarm

i
k

g
k

2

luenceinf
memoryparticle

i
k
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motion
current

i
k

i
1k

t

)xp(
randc

t

)xp(
randcvwv











 …. (11) 

Where: w: inertia factor range 0.4 to 1.4, c1: self-

confidences range 1.5 to 2 and c2: swarm confidence 

range 2 to 2.5. 

The original PSO algorithm uses the values of 1, 

2 and 2 for w, c1, and c2 respectively, and suggests 

upper and lower bounds on these values as shown in 

Equation 10 above. Adjusting these three weight 

factors w, c1, and c2 provide the best convergence 

rate (Kennedy and Eberhart, 1995). The tuning of the 

PSO algorithm weight factors is a topic that warrants 

proper investigation but is outside the scope of this 

work. Position update is the last step in each 

iteration. The Position of each particle is updated 

using its velocity vector as shown in Equation 11 and 

depicted in Figure 2. 

tvxx
i

1k
i
k

i
1k                 …...…       (12) 

The three steps of velocity update, position 

update, and fitness calculations are repeated until a 

desired convergence criterion is met. In the PSO 

algorithm, the stopping criteria is that the maximum 

change in best fitness should be smaller than 

specified tolerance for a specified number of moves, 

S , as shown in Equation (12). 

  )p(f)p(f
g

qk
g
k    q = 1, 2, . . . . , S    ....    (13) 

In PSO, the design variables can take any values, 

even outside their side constraints, based on their 

current position in the design space and the 

calculated velocity vector. This means that the design 

variables can go outside their lower or upper limits, 

xmin or xmax, which usually happens when the velocity 

vector grows very rapidly; this phenomenon can lead 

to divergence. For more detailed information on 

PSO, interested readers refer to Kennedy and 

Eberhart (2001), Clerc and Kennedy (2002), Eberhart 

and Shi (2000) and Parsopoulos and Vrahatis (2002).  

 
Figure (2): Depiction of the velocity and position 

updates in PSO 

There is much software for PSO technique, 

Matlab ver. 7.14 (R 2012 a) also has a complete 

toolbox for PSO. In this paper, the authors designed 

Start 

Initialize 

randomly Particle 

position, velocity 

and parameters of 

PSO 

 

Evaluate fitness 

function 

Stop  

Update velocities 

and particle 

positions 

If error 

smaller than 

preset 

value? 

Or is 

iteration 

equal to 

maximum 
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some functions to solve the proposed mathematical 

model (in Equation 5) using PSO method through 

Matlab software.  

4. APPLIED CASE STUDY AND RESULTS 

To clarify the applicability of using particle swarm 

optimization algorithm for determination of the 

optimum observation weights in the deformation 

monitoring networks, a numerical example is 

provided in current study, this example illustrates the 

application of the proposed approach to the optimal 

design of a free geodetic network in two-dimensional 

space using simulated data. 

As shown in Figure (3), the network consists of 6 

points. The simulated approximate coordinates of all 

the network points are given in Table (1). The 

minimum and maximum side lengths of the network 

are approximately 180.546 m and 657.092 m, 

respectively. Assume that the deformation model to 

be detected includes a homogeneous strain field over 

the whole area plus single point movements of points 

# 3, # 4 and #5. That is, the vector of deformation 

parameters to be detected can be expressed as: 

T
yxyxyxyxyx )dddddd(e

554433

    …… (14) 

where ii dy,dx  (i = 3, 4, 5) represent the 

displacement of point # 3, # 4 and # 5 in x- and y- 

directions respectively, yx ,  and xy  the normal 

strain and shear strain parameters respectively. The 

deformation model can be expressed as: 

and6,2,1ifor
yxv

yxu

iyixyi

ixyixi











  … (14) 

5,4,3jfor
yxdyv

yxdxu

jyjxyjj

jxyjxjj











    …...      (15) 

Figure (3): The two-dimensional free monitoring 

network 

Table (1): The simulated approximate coordinates of 

network points 

Approximate coordinates  

point Y(m) X(m) 
576 481 1 
814 361 2 
980 432 3 

1069 739 4 
577 951 5 
911 981 6 

Assume that, we can have a choice of an EDM 

instrument with accuracies ranging from 

222
s )s.ppm2()mm3(   to 

22
s )s.ppm1( , 

where S is the distance computed from the 

approximate coordinates. The precision criterion is 

considered here. A diagonal matrix: 

Ce = 2. Diag [(2 mm)2 .. (2 mm)2  … (5 ppm)2]  …. (16) 

  For the purpose of simulation study, the following 

procedure was followed (This case study will be 

solved for the free network concept): 

Step 1: Assumption of an observation scheme and 

computation of an initial weights. For uncorrelated 

observations, the initial weights (Pi) for distances are 

calculated from the EDM accuracy and are listed in 

table (3). 

Step 2: Computation of an initial covariance matrix 

for deformation parameters: From the simulated 

coordinates listed in Table (1) and the initial weights 

of observations, the initial covariance matrix of 

deformation parameters o
eC  can be expressed by 

(assuming the variance factor 2
o  = 1.0): 

  BAPAB2C i
TTo

e          …….…      (17) 

Note that, from the deformation model "Equations 

14 and 15", one can calculate the deformation matrix 

with its elements being some selected base functions 

(B), where:  
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From the above Equation, one can compute B as: 















































9119810000000

0911981000000

5779510100000

0577951010000

10697390001000

01069739000100

9804320000010

0980432000001

8143160000000

0814361000000

5764810000000

0576481000000

B  

Step 3: Application of PSO method 

To test the proposed method "PSO", we assumed 

that the parameters to be optimized are the weights or 

standard deviations of all the above proposed 

observables. These parameters can be obtained by 

Linear Programming (LP) methods "Kuang, 1991; 

Kuang, 1996" and are listed in Table (4). Now let us 

perform optimization for our cost function expressed 

in Equation (11). PSO algorithms used as a solution 

strategy and the chosen parameters for PSO are given 

in table (2). After using the proposed optimization 

procedure using PSO method by Matlab software, it 

has satisfied the set precision criteria with sum 

optimal weights smaller than LP method. 

Table (2). PSO parameters 

Value Parameter 
30 No. of particles 

200 Iteration 
1.25 (c1) 
0.5 (c2) 

 

 

 

 

 

 

 

 

 

 

 

Table (3): The desired weights of the observations 

obtained by linear programming (L.P.) method and 

the proposed method 

Obser. 

L(m) Pi 

Optimal weights 

from to 
LP method PSO method 
Popt σopt Popt σopt 

1 2 266.54 0.11 0.96 1.02
mm 

0.533 1.37 
mm 

1 3 406.96 0.10 1.86 0.73 0.585 1.31 

1 4 556.42 0.10 0.19 2.28 0.501 1.41 

1 5 470.00 0.10 0.97 1.02 0.554 1.34 

1 6 601.85 0.09 0.82 1.11 0.503 1.41 

2 3 180.55 0.11 0.52 1.39 0.509 1.40 

2 4 455.97 0.10 0.10 3.14 0.582 1.31 

2 5 635.82 0.09 0.85 1.09 0.619 1.27 

2 6 627.54 0.09 3.47 0.54 0.465 1.47 

3 4 319.64 0.11 2.88 0.59 0.489 1.43 

3 5 657.09 0.09 0.09 3.28 0.529 1.38 

3 6 553.32 0.10 3.09 0.57 0.638 1.25 

4 5 535.73 0.10 0.70 1.20 0.516 1.39 

4 6 289.01 0.11 0.11 3.06 0.640 1.25 

5 6 335.35 0.11 0.83 1.10 0.563 1.33 

Sumations 1.52 17.44 ---- 8.226 ---- 

Where: 

L: is length of side by mater, Pi: the initial weights, 

Popt.: the optimal weights and 

σopt.: The standard deviations calculated from the 

optimal weights 

Moreover, as can be seen from Table (3), from the 

calculated standard deviation of the required 

observations using the proposed method, one can use 

an EDM instrument with accuracy 
22

s )s.ppm2( , 

however from the calculated standard deviation of the 

required observations using the L.P. method, one can 

use an EDM instrument with accuracy 

22
s )s.ppm1( . This means that, the PSO method 

obtains lowest possible cost in comparison with the 

L.P. method (more accuracy more cost). 
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Table (4): Goodness of fitting of the precision criteria 

for both linear programming (L.P.) method and the 

proposed PSO method. 

Parameters 
Initial  

precision 

Required 

precision 

Obtained Precision 

Precision 
from L.P  

Precision 
from PSO  

dx3 4.76 mm 2.83 mm 1.34 mm 2.13 mm 

dy3 4.58 mm 2.83 mm 1.88 mm 1.85 mm 

dx4 4.40 mm 2.83 mm 1.61 mm 2.00 mm 

dy4 4.85 mm 2.83 mm 2.17 mm 1.99 mm 

dx5 5.36 mm 2.83 mm 1.61 mm 2.37 mm 

dy5 5.14 mm 2.83 mm 1.99 mm 2.01 mm 

εx 

6.51 

ppm 

5.66 

ppm 

1.54 

ppm 

2.88 

ppm 

εxy 

7.67 

ppm 

5.66 

ppm 

2.57 

ppm 

3.28 

ppm 

εy 

12.22 

ppm 

5.66 

ppm 

4.53 

ppm 

4.85 

ppm 

 

 

5. COMMENTS AND CONCLUSIONS 

The main goal of the present contribution was to 

use the Particle Swarm Optimization PSO algorithm 

in determination of the optimum observation weights 

in the deformation monitoring networks. 

In this paper, we have discussed usage of PSO 

algorithm in deformation monitoring network. 

Moreover, the technique performed well in the 

optimization of deformation monitoring network. 

The PSO method can be used for the optimal 

design of either monitoring schemes, this method can 

also be easily applied to treat the optimization 

problems with the mixed models, and the application 

of the methodology to the optimal design of any 

deformation monitoring networks for engineering 

purpose is quite straightforward. 
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