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A major problem in parallel computing systems which are based on optical 
interconnection networks is optical crosstalk that degrades the performance of 
network, and limits the network size. This paper discusses the implementation of 
fast scheduling methods (fast window methods) to the traditional zero routing 
algorithm and in term of running time and the ability of enlarging the network. The 
proposed routing algorithm reduces the running time and gives the ability to 
increase the network size. 
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1. Introduction 

In parallel computing systems, interconnection 
network work as a key element [1]. Multistage 
interconnection networks (MINs) organize a reliable 
communication between the sources and destinations 
in parallel computing systems [2]. The electronic 
MINs and the optical MINs have the same 
architecture, with fundamental differences such as 
crosstalk problem and optical-loss in the optical 
switches [1, 2]. 

Optical communication networks which is 
characterized by high channel bandwidth, parallel 
processing, and low latency that face the growing 
instance of high-performance communication 
applications and computing systems. [3].  

Optical multistage interconnection networks 
(OMINs) are a solution for many complicated 
problem such as error probability, high bandwidth 

requirements, and large transition capacity [4]. 
Available optical MINs were built mainly on banyan 
or its equivalent baseline and omega networks. They 
are fast in switch setting (self-routing) and also have 
a small number of switches between an input-output 
pair [2]. 

Omega network connects N input to N output 
nodes using n stages, where n =log2N with each stage 
containing 2n-1 switching elements (SEs) [5]. 

OMINs introduce optical crosstalk, the problem of 
crosstalk occurs when two signals interact with each 
other within at the same switching element. Optical 
crosstalk degrades the performance of OMINs in 
terms of reduced signal-to-noise ratio and limits the 
size of the network [6]. 

Reducing the effect of optical crosstalk has been a 
challenging issue considering trade-offs between 
aspects i.e. performance, hardware and software 
complexity. The three common approaches by which 
the effect of crosstalk can be reduced are through 
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network dilation in either the space, time or 
wavelength domain [7, 8].  

The main target of time domain approach is 
permitting only one input and output to be active at a 
switching element at the same time slot to solve the 
crosstalk problem. In another description the time 
domain approach build a set of permutation 
connection which are allocated into several groups 
and each group is a crosstalk free group [9]. 

Figure 1 show the framework of the time domain 
approach which begins with the permutation 
decomposition. Permutation is randomly generated 
on the source and destination addresses. The result of 
the permutation is a one to one mapping in the optical 
omega network OON each source node to a 
corresponding destination node, which helps to build 
the combination matrix. Conflict checking is 
achieved by applying window method (WM) to the 
Combination matrix to schedule the messages into 
crosstalk free groups [10].Window method is a way 
used to find which messages cannot be sent in the 
same group to avoid crosstalk in the network and 
results the conflict matrix or a conflict map  [11]. 

 
 
 
 
 
 
 
 
 
 

Fig. 1. Time domain approach frame work. 
 
The conflict matrix is defined as a square matrix, 

M with matrix size of N x N where N is the network 
size. Similar to the conflict graph, the conflict matrix 
can be generated based on the results from the WM 
[9].  

Given a conflict matrix M with size, generated by 
window method, the algorithm consists of some steps 
to rout the message form sours to destination without 
conflict; there are many ways of selecting a message 
for scheduling [12].  

2. Data Analysis  

2.1. Window methods 

Window method is a scheduling technique and is 
used to find out which messages should not be sent in 

the same group.  For network size N x N, with N 
source and N destination address, a window of size 
(M-1) where M= log2N is applied to the combination 
matrix from the left hand side to the right hand side 
with the elimination of first and last column of the 
matrix. When two messages in the same window 
have the same bit pattern, they will cause a crosstalk 
conflict in the network. Therefore, they must be 
routed in different time slots, in other words, they 
should be routed in different groups [11]. Improved 
window method (IWM) was proposed as it does not 
check for conflicts in the first window, because the 
resultant conflicts are rebated in the next windows 
[13]. Compared to the standard WM, the execution 
time is reduced approximately by 1/S where S is the 
number of stages [14]. In the bitwise window (BWM) 
method each binary bit optical window of the 
standard WM is transformed into its equivalent 
decimal figuration using bitwise functionality [1].  

The last update to the window method is Fast 
window method, which minimize the running time of 
the several WM’s types by arranging each window 
before checking the conflict and generating the 
conflict matrix. This fast search method is applied to 
the WM, improved window method (IWM) and 
bitwise window method (BWM) to produce fast WM, 
fast IWM, and fast BWM [15].  

2.2. Routing algorithms  

Routing algorithms aims to be rout the messages 
in different independent subsets in order to avoid 
conflicts in the network [16]. 

The heuristic algorithms are the sequential 
increasing, degree increasing, sequential decreasing, 
and degree descending algorithms .Based on this 
method there are four strategies for selecting the 
message. To select a message sequentially in 
increasing order of the message source address or 
select a message sequentially in a decreasing order of 
the message source. Address can also can be selected 
based on the order of increasing degrees in the 
conflict graph, or on the order of decreasing degrees 
in the conflict graph, the degree of each message in 
the conflict graph is the number of conflicts it has to 
other messages in the conflict graph[17].  

Zero algorithms Based strategy seek to reach zero 
matrix from the conflict matrix through summing 
etch column in the conflict matrix and put the results 
in row N+1 of this matrix, then select all source 
addresses to cross ponding zero values on that row 
putting them in a group, following by making cells of 
the conflict matrix cross ponding to elements of the 
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Start 

Use fast window method to generate symmetric 
conflict matrix 

Schedule node in Gi i=0 

Select next/previous node of the 
network based on the initialization  

Initialize i=0 with range 0~N 
Gi={first /last node of the network} 

If all entries in 
matrix Mi,j  
grouped in 

   

Conflict with 
any entry is 
current Gi 

End 

The output is numbered groups 
that contains every node  

i=i+1 

group equal to zero. Summation is applied for the 
new entries of the matrix with repeating the same 
steps until the matrix becomes a Zero matrix. Now all 
the entries of matrix are separate in individual 
groups. ZeroX, ZeroY and ZeroXY are types of that 
algorithm working through summing the columns, 
rows or applying the summation to both row and 
columns [18].  

There are other routing algorithms that solve the 
crosstalk problem in optical multistage 
interconnection network with other strategies like 
Genetic algorithm, Ant colony optimization 
algorithm [19] Simulated Annealing algorithm [20]. 

Based on the comparative analysis in [16] it was 
concluded that all routing algorithms in consume a 
longer time to compute a solution compared with 
zero algorithm in terms of the running time, and uses 
minimum number of passes in the network to rout the 
message from source to destination. 

3. Proposed Routing Algorithm  

Based on comparative analysis performed in [13], 
it was concluded that the time spent for identifying 
conflicts is very high compared to routing the 
messages, working on this conclusion we modified 
the zero algorithm to reduce the running time by 
replacing the traditional scheduling method (window 
method) with fast window method. 

The pseudo code of the proposed fast scheduling 
method is shown Fig. 2.  

 
Com_Matrix =[s_add d_add]    

   //combination matrix  
Conflict_Matrix =zeros(N,N);   

   //initialization of conflict 
matrix NxN  

For i=2 to M    
   //M is number of stages
  

For k=i+1 to i+M-1  
Window[k] =Com_Matrix [i][k];   

   
Sort (Window[k]);  
For j=1:2: N-1     

 //N is network size 
Conflict_Matrix [j][j+1]=1;   

 //constructing the conflict matrix 
End for; 
End for;  
End for; 

 

Fig. 2. Pseudo code of the fast scheduling method. 

The following flow chart Fig. 3 represents the zero 
algorithm steps after implementing the fast 
scheduling method. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

Fig 3. Flow chart of the proposed fast zero algorithm 

4. Simulation Results and Comparative Analysis 

This section discusses the implementation of 
the three fast scheduling methods such as fast WM, 
fast IWM and fast BWM to the zero routing 
algorithms. As mentioned that the time spent for 
identifying conflicts is very high compared to routing 
the messages The fast window method, fast improved 
window method and the fast bitwise window method 
take minimum time for searching the simulates in the 
same window, by dispending time taken in the for 
loops and sort the window. Hence, totally the 
execution time is decreased, which gives the ability 
to increase the network size.  Based on the 
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programming analysis and list of operating 
parameters, the obtained results including the running 
time for the traditional network sizes and the large 
network size in the series of Figs. (4-9) shows 
comparison the fast bitwise  zero, fast improved 
Zero, and fast Zero algorithms after implementation 
of the fast scheduling methods to the original zero 
algorithms. 

Fig. 4. Comparison between zero algorithm and 
fast zero algorithm is term of running time for small 

network size 
 

Fig. 5. Comparison between zero and the proposed 
fast zero in term of time for large network size. 

 
 

Fig. 6. Comparison between improved zero 
algorithm and fast improved zero algorithm for small 

network size 
 

 
Fig. 7. Comparison between improved Zero 

algorithms, fast improved zero algorithm for small 
network size 

 

 
Fig. 8. Comparison between bitwise Zero 

algorithms before and after applying, fast bitwise 
window method, in term of time for large network 

 
 

Fig. 9. Comparison between bitwise Zero algorithms 
before and after applying, fast bitwise window 
method, in term of time for large network size 

 

By comparing the three proposed methods fast 
zero, fast I zero, and fast BW zero algorithms, Fig. 10 
shows the variations of the new scheduling technique 
in term of running time for different network sizes 
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Fig. 10. Comparison between fast BW zero, fast I 

zero and fast zero in term of time for small network 
size 

 

Fig. 11.comparisson between the fast bitwise zero, 
fast improved zero, and fast zero algorithms for large 

network size 

5. Conclusion 

After examining comparisons Figs. (4-9)which 
shows that the proposed fast searching function that 
provide a lot of time in scheduling the messages and 
crating the conflict matrix. Scheduling messages 
represent the major time in routing the messages in 
the (MIN), which illustrates the advantage of 
applying the new fast WM, fast IWM, and fast BWM 
on the Zero routing algorithm. Which Reduce the 
time taken in routing the message, at the same it 
gives the ability to enlarge the network size to 213   
computing processing unit. Because the routing time 
dose not excised 2 second for this large network size, 

Figures. (10, 11) shows that the fast zero achieves 
the worst, on the other hand the fast improved zero 
and fast bitwise zero achieves the better time in 
routing the message from source to destination. 
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